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Abstract  
Worldwide accessibility to the Internet has incredibly reshaped our perception of the world. One of the children 

of the World Wide Web is Social Media (SM), which is present in many forms: online game platforms, dating 

apps, forums, online news services, and social networks. Different social networks aim at different objectives: 

opinion transmission (Instagram, Instagram, Facebook, etc.), business contacts (LinkedIn), image sharing 
(Instagram), video transmission (YouTube), dating (Metric), and so on. However, they all have one thing in 

common: they aim to connect people. Among the many existing social networks, Instagram currently ranks as 

one of the leading platforms and allows users to post their pictures & videos and other users can see and can 

comment on them. In recent years, social networks (and especially Instagram) have been used to spread hate 

messages. Hate speech refers to a kind of speech that denigrates a person or multiple persons based on their 

membership to a group, usually defined by race, ethnicity, sexual orientation, gender identity, disability, 

religion, political affiliation, or views.We study detection of Cyberbullying in photo sharing networks, with an 

eye on developing early-warning mechanisms for the prediction of comments on posted images vulnerable to 

attacks. Given the overwhelming increase in media accompanying text in online social networks, we investigate 

use of posted images and captions for improved detection of bullying in response to shared content. We validate 

our approaches on a dataset of over 3000 images along with peer-generated comments posted on the Instagram 
photo-sharing network, running comprehensive experiments using a variety of classifiers and feature sets. In 

addition to standard image and text features, we leverage several novel features including topics determined 

from image captions and a pre-trained convolutional neural network on image pixels. We identify the 

importance of these advanced features in assisting detection of Cyberbullying in posted comments. We also 

provide results on classification of images and captions themselves as potential targets for cyber bullies. 
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I. INTRODUCTION  

1.1  OVERVIEW  

A growing body of research into Cyberbullying in online social networks has been catalyzed by 

increasing prevalence and deepening consequences of this type of abuse. To date, automated detection of 

Cyberbullying has focused on analyses of text in which bullying is suspected to be present. However, given the 

increase in media accompanying text in online social networks, an increasing number of Cyberbullying 

incidents are linked with photos and media content, which are often used as targets for harassment and stalking.  

 For instance, in Instagram, a highly popular online photo sharing platform, bullying is becoming a 

serious concern. Recent statistics indicate that anywhere between 9% and 25% of users claim to have been 

bullied on Instagram, with the problem even more prevalent on Instagram and Facebook. Considering the 

pervasiveness and danger increasingly represented by bullying online, bully detection is of interest to a cross-

sectional community of social and computer scientists. In particular, detecting instances of Cyberbullying 
through analysis of media content is an important and challenging task, as the connection between a bullied 

image and its context is unclear. Yet, insight into the characteristics of shared content may prove extremely 

useful in eventual development of warning mechanisms designed to prevent Cyberbullying. 

In this work, we develop methods for detecting Cyberbullying in commentaries following shared 

images on Instagram. In addition to image-specific and text features extracted from comments and from image 

captions, we leverage several novel features including topics determined from image captions and outputs of a 

pre-trained convolutional neural network applied to image pixels. We identify the importance of these advanced 

features in detecting occurrences of Cyberbullying in posted comments. We also provide results on 
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classification of images and captions themselves as potential targets for cyber bullies. Leveraging features of the 

posted images and captions as well as the comments themselves, we are able to classify comments that contain 

bullying with accuracy. Moreover, we lay the foundation for identifying posted content which may be 
particularly vulnerable to bullying, noting the difficulty of the problem space and suggesting pointers for next 

steps. 

 

1.2  BACKGROUND 

Cyberbullying is a growing problem affecting more than half of all American teens. The main goal of 

this paper is to investigate fundamentally new approaches to understand and automatically detect incidents of 

Cyberbullying over images in Instagram, a media-based mobile social network. To this end, we have collected a 

sample Instagram data set consisting of images and their associated comments, and designed a labeling study for 

Cyberbullying as well as image content using human labelers at the crowd-sourced Crowd flower Web site. An 

analysis of the labeled data is then presented, including a study of correlations between different features and 

Cyberbullying as well as cyber aggression. Using the labeled data, we further design and evaluate the accuracy 
of a classifier to automatically detect incidents of cyber-bullying. 

 

1.3 PROBLEM STATEMENT 

With  the  advancement  of  technology,  craze  of  social  networking  platforms  is proliferating. 

Online users now share their information with each other easily using computers, Mobile phones. However, this 

has led to the growth of cyber-criminal acts for example, cyber bullying which has become a worldwide 

epidemic. Cyber bullying is the use of electronic communication  to  bully  a  person  by  sending  harmful  

messages  using  social  media,  instant messaging or  through  digital  messages.  It has emerged out as a 

platform for Insulting,  

Humiliating a person who can affect the person either physically or emotionally and sometimes leading 

to suicidal attempts in the worst case. The main issue in preventing cyber bullying is detecting its occurrence so 

that an appropriate action can be taken at initial stages. To overcome this  problem, many  methods  and 
techniques  had been  worked  upon till  now  to control  this problem. This paper is a survey covering cyber 

bullying and cyber bullying detection techniques. Through machine learning, we can detect language patterns 

used by bullies and their victims, and develop rules to automatically detect cyber bullying content.  

Cyber bullying is the use of technology as a medium to bully someone. Although it has been an issue 

for many years, the recognition of its impact on young people has recently increased. Social networking sites 

provide a fertile medium for bullies, and teens and young adults who use these sites are vulnerable to attacks. 

Cyber bullying is when an intended person use the internet, cell phones, or other technological devices to send 

or post text or images intended to hurt, embarrass, threaten, torment, humiliate, or intimidate their victim. Cyber 

bullying is when a intended person use the internet, cell phones, or other technological devices to send or post 

text or images intended to hurt, embarrass, threaten, torment, humiliate, or intimidate their victim.  

Cyber-aggression is defined as intentional harm carried out through electronic means to an individual 
or a group of individuals of any age, who perceive such acts as offensive, derogatory, harmful or unwanted. It 

uses of technology as a medium to bully someone. Although it has been an issue for many years, the recognition 

of its impact on young people has recently increased. Social networking sites provide a fertile medium for 

bullies, and teens and young adults who use these sites are vulnerable to attacks. Through machine learning, we 

can detect language patterns used by bullies and their victims, and develop rules to automatically detect cyber 

bullying content. 

 

1.4 OBJECTIVE & PUROSE 

1. Real time data  

Accessing a comment form the users feed through the data scraping & performing the machine learning 

algorithm  

2. Sentiment analysis 
Sentiment Analysis refers to the automated techniques which extract the opinions from a specific piece of text 

written in natural language. 

3. Classification of sentiment  

In other words, sentiment analysis finds out whether the particular piece of text is positive, negative, or neutral.  

 

1.5 SCOPE  

Our project is mainly for detection of cyber bullying on Instagram system regarding it. Implementation of this 

project the person to who is facing the cyber bullying or who wants to analyse the post comments . 

The main scope of project is to analyse the real time data taken from the user post and analysis the data into 

excel .csv file and further this file will be analysed using the textblob sentiment analysis. 
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1.6 SPECIFICATION 

Selenium :- 

Automation testing through Selenium and Python. 
Selenium allows you to define tests and automatically detect the results of these tests on a pre-decided browser. 

A suite of Selenium functions enables you to create step-by-step interactions with a webpage and assess the 

response of a browser to various changes. You can then decide if the response of the browser is in line with 

what you expect. 

This post assumes that you do not have prior knowledge of Selenium. However, basic knowledge of front-end 

concepts like DOM and familiarity with Python is expected. 

ChromeDriver :- 

WebDriver is an open source tool for automated testing of webapps across many browsers. It provides 

capabilities for navigating to web pages, user input, JavaScript execution, and more. ChromeDriver is a 

standalone server that implements the W3C WebDriver standard. ChromeDriver is available for Chrome on 

Android and Chrome on Desktop 
TextBlob :- 

TextBlob aims to provide access to common text-processing operations through a familiar interface. You can 

treat TextBlob objects as if they were Python strings that learned how to do Natural Language Processing. 

The sentiment property returns a namedtuple of theform Sentiment(polarity, subjectivity). The polarity score is a 

float within the range [-1.0, 1.0]. The subjectivity is a float within the range [0.0, 1.0] where 0.0 is very 

objective and 1.0 is very subjective. 

Specification of project 

Import data form Instagram 

The project helps to collect the dataset from Instagram with the help of selenium and webdriver and save the 

data into excel file  

Commests.csv file 

This file contains the dataset of user post contain field like user name and comment 
Analysis  

After the collection of analysis the dataset pre-processing is done and later it is been classified into various 

category such as positive negative and neutral  

Graphical representations 

The classified data is further fed to the data visualization section where the data is visualized 

 

DFD 

 

https://www.browserstack.com/selenium
https://www.google.com/url?q=https%3A%2F%2Fw3c.github.io%2Fwebdriver%2Fwebdriver-spec.html&sa=D&sntz=1&usg=AFQjCNEqyeDdA0OwTBR_WZNjCtIlOeCKkw
https://textblob.readthedocs.io/en/dev/api_reference.html#textblob.blob.TextBlob
https://textblob.readthedocs.io/en/dev/api_reference.html#textblob.blob.TextBlob.sentiment
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USECASE DIAGRAM 

 
 

 SEQUENCE DIAGRAM 
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II. RESULTS AND DISCUSSION 

 DATA COLLECTION 
Data is stored in a excel sheet the field contains two column first column as name which contain the 

dataset of the person name or userid who has commented on a particular post second field contains the dataset of 

the comment on that post As Shown Below: 

 

 
Fig:- data collected from various posts 

 

 SCREENSHOTS 

 

 
Fig: opening post in chromedriver 
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Fig: collecting data from post
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Fig: classification into sentence type 

 

 
Fig: Graphical representation of  data  

 

III. CONCLUSION 
Cyberbullying is a serious issue, and likely any form of bullying it can have long term effects on its 

victims. Our project will grow and help individuals to be aware of Cyber bullies. Parents, teachers and children 

must work together to prevent Cyberbullying and to make Internet a safer place for all. 

 

FUTURE SCOPE 

One theme for future work is to improve the performance of our classifier by adding more input 

features, such as new image features, temporal behavior of commenting, mobile sensor data, etc. A limitation of 

our current classifier is that it is designed only for highly negative media sessions. A more general classifier that 

can apply to all media sessions is needed. This will also require us to enlarge our labeled data set substantially. 
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Incorporating image features needs to be automated by applying image recognition algorithms. We plan to 

explore this research direction as well. We have applied a majority vote definition in designing our classifier. 

Another definition to consider is when at least one labeller has declared that he/she thinks this media session 
constitutes Cyberbullying. New classifiers will have to be designed for this definition. We also plan to consider 

designing classifiers for cyber aggression in addition to Cyberbullying, and to investigate those media sessions 

that represent the former but not the latter behavior. Another theme for future work is to obtain greater detail 

from the labeling surveys. Our experience was that streamlining the survey improved the response rate, quality 

and speed. However, we desire more detailed labeling, such as for different roles in Cyberbullying – identifying 

and differentiating the role of a victim’s defender, who may also spew negativity, from a victim’s bully or 

bullies. 
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