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Abstract  
Deep learning-based object detection has shown to be quite effective. In the actual world, however, there are 

numerous issues with photographs, such as noise, blurring, and spinning jitter, to name a few. Object detection 

suffers as a result of these issues. To train a robust model, the authors utilized the YOLO-V4network. In the field 

of object detection, deep learning has demonstrated outstanding results. YOLO-V4 is a state-of-the-art deep 

learning-based object identification method that performs well in terms of both speed and accuracy. To conduct 
YOLOv4 detections, the model was first trained using the well-known AlexeyAB's darknet dataset. The YOLOv4 

object identification neural network based on the CSP technique scales up and down and applies to small and 

large networks while maintaining optimal speed and accuracy, as demonstrated in this study. We suggest a 

network scaling method that alters not just the network's depth, width, and resolution, but also its structure. 
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I. INTRODUCTION  

The object detection technology based on deep learning has numerous applications in our daily lives. 

Object detection is used in a variety of applications, including medical image analysis, self-driving vehicles, 

business analytics, and facial recognition. 

In this work, walk through all the steps for performing YOLOv4 object detections on webcam. Authors 

will use scaled-YOLOv4 (yolov4-CSP) for this work, the fastest and most accurate object detector there 

currently is. Cloud computing resources, general GPUs, IoT clusters, or single embedded devices may be 

required for the purposes listed above. The model scaling technique is critical for designing an effective object 

detector because it allows object detectors to achieve high accuracy and real-time inference on a variety of 

devices. 

One of the most important study areas in computer vision is object detection. Traditional methods and 

deep learning methods are the two basic types of object detection algorithms. Furthermore, the latter can be 
classified into two groups. Some of them are based on region proposal object detection techniques like RCNN, 

SPP-net, Fast-RCNN, and Faster-RCNN, which are algorithms that construct region proposal networks and then 

classify them. SSD and YOLO [1, 2], for example, are based on the regression object detection method. These 

algorithms simultaneously construct a region proposal network and classify these region proposals. All 

algorithms have good performances in object detection. In [2], Cai et al. attempt to develop strategies that can be 

used to a variety of device network architectures with only a single training session. They decouple and train 

many sub-nets using techniques including decoupling training and search, as well as knowledge distillation, so 

that the full network and sub-nets are capable of processing specified tasks. 

The rest of this paper is organized in an accompanying way. Section II: Related Work, Section III: 

Proposed Work, Section IV: Simulation Results, Section V:  Conclusion, Section.   
 

II.   RELATED WORK 

Authors referred some of the papers to understand the concepts and process of object detection based 

on the deep learning techniques. Some of them are listed below:- 
In [1], discovered that CSPDarknet53, which is the backbone of YOLOv4 matches practically all 

optimal design features, derived using the network architecture search technique after analyzing state-of-the-art 

object detectors [2, 3, 6].The traditional model measurement method is to change the depth of the model by 

adding additional layers. For example, VGGNet [5], designed by Simonyan et al. accumulates additional 

convolutional layers in different categories, and uses this concept to design the structures of VGG-11, VGG-13, 

VGG-16, and VGG-19. The following methods usually follow the same model measurement method. In ResNet 
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[11], proposed by Mingxing Tan et al., Depth measurement can create very deep networks, such as ResNet-50, 

ResNet-101, and ResNet-152. 

Later, Zagoruyko et al. [4], consider the scope of the network, and adjust the kernel number of the 
dynamic layer to see the scale. So they designed a comprehensive ResNet (WRN), while maintaining the same 

accuracy. Although WRN has a higher number of parameters than ResNet, the processing speed is much faster. 

Subsequent DenseNet [12], and ResNeXt [7], also designed a compact scale version that puts depth and breadth 

into consideration. 

As for the description of the image pyramid, it is a common way to make augmentation during a run. It 

takes an embedded image and creates a different resolution scale, and then inserts these different pyramid 

combinations into a trained CNN. Eventually, the network will integrate multiple sets of results as its end result. 

Redmon et al. [8], Use the concept above to create an input image measurement. They use high-resolution 

image editing to perform well on a trained Darknet53, and the purpose of performing this step is to achieve high 

accuracy. 

In recent years, research related to network architecture (NAS) has intensified, and NAS FPN has 
sought to integrate the pyramid schemes. We can think of NAS-FPN as a model measurement that is done 

mainly at the stage level. As for Efficient Net [10], it uses integrated search scales based on depth, width, and 

input size. The main design concept of Efficient Net [9] is to disassemble modules with different object 

acquisition functions, and then measure image size, width, #BiFPN layers, and #box / class layer. 

 

III.   PROPOSED WORK 
In this work, the famous AlexeyAB's darknet repository is using to perform YOLOv4 detections. In 

order to utilize YOLOv4 with Python code we will use some of the pre-built functions found within darknet.py 

by importing the functions into our workstation. Feel free to check out the darknet.py file to see the function 

definitions in detail. Running YOLOv4 on images taken from webcam is fairly straight-forward. Authors will 

utilize code within Google Colab's Code Snippets that has a variety of useful code functions to perform various 

tasks. 
In this work, authors will be using the code snippet for Camera Capture which runs JavaScript code to 

utilize your computer's webcam. The code snippet will take a webcam photo, which will then pass into YOLOv4 
model for object detection. The function is coded to take the webcam picture using JavaScript and then run 

YOLOv4 on it. Running YOLOv4 on webcam video is a little more complex than images. Authors need to start 

a video stream using webcam as input. Then run each frame through YOLOv4 model and create an overlay 

image that contains bounding box of detection(s). Then overlay the bounding box image back onto the next 

frame of video stream. YOLOv4 is so fast that it can run the detections in real-time. 

 

 
Fig 1: Comparison of the proposed scaled-YOLOv4 and other state-of-art object detectors. The dashed line 

means only latency of model inference, while the solid line includes model inference and post-processing. 
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YOLO  

The YOLO neural network includes candidate box extraction, feature extraction, and neural networking 

techniques. The YOLO neural network directly extends candidate boxes to images and objects found in all 
aspects of the image. 

In the YOLO network, images are separated by S × S grids. Candidate boxes are evenly distributed on X-axis 

and Y-axis. Candidate boxes have object detection and predict confidence of object presence in each candidate's 

box. Self-confidence indicates whether the images cover the object or not, as well as the accuracy of the object's 

location. YOLOv4 is built for real-time acquisition in a standard GPU. 

 

IV. SIMULATION RESULTS 

YOLOv4 Example on Test Image Fig2 show the result of object detection by given image as fixed input. Make 

detections properly on a test image. 

 

 
Fig.2 Output diagram of object detection using test image as input  

 

YOLOv4 Example on Webcam Images Fig3 show the result of object detection by given image from Webcam 

as input. Make detections properly on a Webcam image. 
 

 
Fig.3 Output diagram of object detection using webcam image 
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V. CONCLUSION 

  The main objective of the proposed work was to object detection. The study was done with the 

YOLOv4 object identification neural network, which is based on the CSP technique and can scale up and down 
to fit small and big networks. So we achieve the highest accuracy 56.0 percent AP on test-dev COCO dataset for 

the model YOLOv4-large, extremely high speed 1774 FPS for the small model YOLOv4 .optimal speed and 

accuracy for other YOLOv4 models. 
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