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ABSTRACT: Non-defined for initial-boundary observations’ control problems of spatially- distributed dynamic 
system, the mathematical model of which is a limited (partially limited) spatial-temporal domain is given by a 

linear differential equation are formulated and solved. Desirable continuously and discretely defined  system’s 

condition is achieved for the root-mean-square criterion in almost any practically justified combination of 

scale, insufficiently and initially defined outward control exposure to the system. The root-mean-square 

accuracy is estimated and conditions of the uniqueness of the considered problems’ solutions are formulated. 
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I. INTRODUCTION 
The issues of correct formulation and solution of problems of studying the dynamics of distributed 

spatial-temporal systems are complex and relevant [1]. The complexity of the problems increases while solving 

problems of controlling such systems. The approach proposed in [2] and summarized in [3,4] allows to solve 

these problems by the root-mean square criterion. It is important that the solutions are constructed without 

restrictions on the quantity and quality of observations of the initial-boundary condition of the system, which 
while solving the problem are also satisfied on a standard basis. This paper is devoted to peculiarities and results 

of using methods [3,4], concerning this class problems’ solutions. Based on the results of mathematical 

researches [3,4] will be formulated and solved the problems of distributed spatial-temporal system’s control on 

achieving of the function condition. Control factors in this case will act discretely or continuously distributed 

outward-dynamic factors, the initial and boundary condition of the process, both individually and taken in 

combination. The assessment of the accuracy of mathematical solutions of the formulated problems will be 

conducted and also conditions of the uniqueness will be given. 

 

FORMULATION OF THE PROBLEM 

Consider a spatial-temporal process,  function  y s  of the 
 
condition of which in the spatial-temporal domain 
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distributed outward-dynamic pertubations, that accompany this process.  
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Consider the case, where some of the functions ( )u s , 
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Here and then )(),(
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   functions, which according to the root-mean-square criterion are modelled 

known initial-boundary outward-dynamical pertubations. These functions, as well as the components )(
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

 which are determined through them, will be absent due to the absence of restrictions at the temporal 

interval ( ( , ])t T   and the value of the spatial domain (
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Note, however, that for any of the function, according to (11), (12) defined in 
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, )(),(
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function ( )y s , found accordingly to (9), equation (2) satisfies exactly. Therefore, for finding of the modelling 

functions )(),(
0

susu
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 we use ratio (3), (4) for observing the system, which are modelled by these functions. 

 

PROBLEMS OF CONTROL UNDER DISCRETELY DEFINED DESIRABLE CONDITION 

Based on the results of paper [4], we give the solutions of problem (8) on the achievement of the function  sy  

the process condition of discretely determined values ),1( IiY
i


 
for different spatial-temporal domains and 

different combinations of control 

 outward-dynamic factors. 
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Problem 1.1. Control of the considered process for achieving according to (8) values ),1( IiY
i
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The solution of problem (14) will be [3,4] 
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Problem 1.7. Consider the case, when the control factors in solving problem (8) are all outward-dynamic factors 

– initial, boundary and distributed spatial-temporal perturbations. The vector of control-modelling functions 
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(for the case, when the function ( )u s  is a control). 

We give the solutions [3,4] of problem (5) for different combinations of control factors. 
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Problem 2.1. Problem (5) on the approximation of function ( ) ( )
i sL y s  to a function ( )
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( ) ( ( ( ) ( ), 1, ), 1, )

mi s
B s co l str L G s s m M i I




     , 

0

2 1 00
( ) ( ( ( ) ( ) , 1, ), 1, )

m tr t
B x co l str L G s s m M r R


     , 

  

0 0

2 2 0 0
0

( ) ( ( ( ) ( ) , 1, ), 1, )
t

r t m
B x co l s tr L G s s m M r R



     ,  (33) 

0

2 3 0
0

( ) ( ( ( ) ( ) , 1, ) , 1, )
tmr t

B x co l s tr L G s s m M r R





     , 

31
( ) ( ( ( ) ( ), 1, ), 1, )

mx
B s co l str L G s s m M R







     , 

0

32 0
( ) ( ( ( ) ( ), 1, ), 1, )

mx
B s co l str L G s s m M R







     , 

3 3
( ) ( ( ( ) ( ), 1, ), 1, )

x m
B s co l str L G s s m M R




 

 
     . 

The solution of problem ( 30) will be [3,4] 

2 2 2Y
u P B v P P v

 
   ,       (34) 

where for random 
M

v R , 0

0

M
v R , 

M
v R 


  

0
( , , )v co l v v v


 , 

2

( )

( ) ( )
T

P B s B s d s  , 

( )

( ) ( ) .
T

Y
B B s Y s d s   

Here, as above , the integration is in the domain of the change of argument s , and the sign "+" is designated the 

operation of pseudo-inversion of the matrix. Hence 
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2

2 2 2

( )

m in ( ) ( )
T T

Y Y
u

Y s Y s d s B P B 


    .     (35) 

Problem 2.2. The root-mean-square according to (5) approximation of the function ( ) ( )
i s

L y s  to the function 

( )
i

Y s  ( 1, )i I  is conducted by initial perturbations 
0

( )
r

Y x  at the known boundary and distributed outward-

dynamic perturbations ( , )Y x t



 ( 1, )R


  and ( )u s  accordingly. The control functions 

0
( )

r
Y x , 

0
( 1, )r R  we obtain from (3) under ( )y s  defined by ratios (9) (10) (27) (28), in which 

*

( )
( )

( )

Y s
Y s

Y s


 

 
 
 

, 
1 2 1 3

3 2 3 3

( ) ( )
( )

( ) ( )

B s B s
B s

B s B s

 
  
 

,      (36) 

*

( ) ( ( ) ( ) ( ))
si i

Y s co l Y s L y s


    ( 1, )i I , 

( ) ( ( , ) ( ) ( ))
x

Y s c o l Y x t L y s



 


    ( 1, )R


 . 

The accuracy of solving the problem is determined by the value 

0

0

2

2 2
( ) ( 1 , )

m in
Y x r Rr




  .       (37) 

Problem 2.3. The problem (5) is solved with known 
0

( )
r

Y x  
0

( 1, )r R , ( )u s
 

and control ( , )Y x t



 

( 1, )R


 . 

Searched ( , )Y x t



 we will find from (4), (9), (10), (27), (29) putting there 

0

( )
( )

( )

Y s
Y s

Y x


 

 
 
 

, 
1 2 1 3

2 2 2 3

( ) ( )
( )

( ) ( )

B s B s
B s

B s B s

 
  
 

,    (38) 

0
0 0

0

( ) ( ( ( ) ( ) ( )) )
r r t

t

Y x c o l Y x L y s




  
0

( 1, )r R . 

Hence 
2

2 2
( , ) ( 1 , )

m in
Y x t R 







  , 

where 
2

2
  is defined in (35). 

Problem 2.4. Under the known function ( )u s  and control initial-boundary perturbations 
0

( )
r

Y x  
0

( 1, )r R
 

and ( , )Y x t



 ( 1, )R


  determined according to (9), (10), (27), (28), the condition of the system will be the 

solution of problem (5), if 
0

( )
r

Y x  
0

( 1, )r R
 
and ( , )Y x t




 ( 1, )R


  determined by ratios (3), (4), (9), 

(10), (27), (28), in which 

( ) ( )Y s Y s


 , 
1 2 1 3

( ) ( ( ) , ( ) )B s B s B s .     (39) 

As above noted, at the same time 

0

0

2

2 2
( ) ( 1 , )

( , ) ( 1 , )

m in
rY x r R

Y x t R 











  . 

Problem 2.5. Let us consider the case, when problem (5) is solved under known boundary perturbations. The 

control vector 
*

u  and modelling vectors 
0

u ,  u


 found from (34), defining there 

( )
( )

( )

Y s
Y s

Y s





 

 
 
 

, 
1 1 1 2 1 3

3 1 3 2 3 3

( ) ( ) ( )
( )

( ) ( ) ( )

B s B s B s
B s

B s B s B s

 
  
 

.     (40) 

The control initial perturbations corresponding to these vectors are determined by ratios (3) with taking into 

account (9), (27)   (29). By substitution (40) in (35) we will find the accuracy of solving the problem 
2

2
 . 
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Problem 2.6. Similarly, the problem of control the process under consideration with known initial perturbations 

is solved. Here, as above, the control-modelling vector u  is determined according to (34) when  

*

0

( )
( )

( )

Y s
Y s

Y s

 

 
 
 

, 
1 1 1 2 1 3

2 1 2 2 2 3

( ) ( ) ( )
( )

( ) ( ) ( )

B s B s B s
B s

B x B x B x

 
  
 

.     (41) 

Taking into account (34), (41), by ratio (4), we will define also the control functions ( , )Y x t



 ( 1, )R


 . By 

substitution (41) in (35) we will find also 
2

2
 .  

Problem 2.7. For the case, when solving the problem (5) all external-dynamic factors are control, vector 
*

u  is 

found from (34), and functions 
0

( )
r

Y x  
0

( 1, )R   and ( , )Y x t



 ( 1, )R


  – from (3), (4), thus laying   

*
( ) ( )Y s Y s ;  

1 1 1 2 1 3
( ) ( ( ) , ( ) , ( ) )B s B s B s B s .    (42) 

Taking into account (42) by ratio (35) we define also value 
2

2
 . 

Note, that (as in solving problems 1.1 1.7) the calculating formulas are simplified in cases of unlimited spatial 
and temporal domains. In the absence of restrictions on the spatial domain in the calculated ratios will be absent 

modelling vector u


 and blocks 
3

( )
i

B s  ( 1, 3 )i  . In the absence of initial conditions, vector 
0

u  will be 

absent, which model them, and blocks 
2

( )
i

B s  ( 1, 3 )i   in the expressions for the matrix functions ( )B s . 

As noted above, the problems’ solutions 2.1 2.7 will be unique, if 
3

d e t 0 .P  

 

III. CONCLUSIONS 
A certain number of issues on the control of spatially distributed systems in given spatially distributed 

domains (restricted, partially restricted and unrestricted) is considered, provided that the mathematical model of 

their functioning is represented by a linear differential equation, supplied with the initial-boundary observation 

of their outward-dynamic condition. It is important that no restrictions are imposed on the quantity and quality 

(discretely, or continuously determined) of such observations, which makes the problems under consideration 

mathematically incorrect and insoluble by classical methods of analytical and computational mathematics. Due 

to this, the outward-dynamic control factors, i.e. distributed, boundary and initially-defined outward-dynamic 

effects on the system, are constructed in such a way, that the function of condition the considered system, 

satisfying the differential equation of the mathematical model of the system accurately, with the available 

initial-boundary observations for it agreed according to the root-mean-square criterion. Problems are solved 

both at a continuously defined desired condition, and at certain spatial-temporal points’ condition. In each of the 

problems considered in the article, the accuracy of such agreement is estimated and the conditions for its 

unambiguity are introduced. 
It is important that the problems of outputting the system’s condition  to the root-mean-square surrounding of a 

given one are solved for any combination of outward- dynamic control factors that have practical meaning. The 

computer implementation of solutions to these complex mathematical problems is based on simple and 

classically known methods of linear algebra and algorithms of numerical integration. 
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