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Abstract  
The aim of this paper is developing a lightweight neural network for action recognition in videos. We present a 
novel pose-attention model for online action recognition in embedded machine and mobile terminal. 
Hierarchical attention mechanism is respectively incorporated into the recurrent neural networks with pose-
attention in sequence and joints-attention in 2D skeleton. The key frames are dynamical weighted and updated 
from consecutive frames. Joints-attention depends on human joints graph layer for pose estimation. Our model 
is trained on dataset of UCF and HMDB. Experiments results show that the proposed model effectively realize 
online action recognition and outperforms state-of-the-art methods. 
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I. INTRODUCTION 
Action recognition in videos is a challenging task in machine learning, which is widely applied in video 

retrieval, intelligent medical treatment, public surveillance [1]. Due to the non-rigid structure of human body 
and the diversity of appearance, there are still many difficulties for modeling pose in real scene. The dynamics 
of human motion is complex with the global movement of body and the local articulated motion of joints. Real 
video is affected by human appearance varying, such as rotation, scaling, deformation, occlusion and viewpoint 
varying [3]. Conventional methods based on RGBD depth images are becoming research interests [4]. However, 
two-dimension images from camera still widely exist in CCTV and surveillance. And applications are more 
applied in embedded and mobile machine rather than workstations and servers. 

We propose an action recognition method with pose attention based on human 2D skeleton. The 
lightweight method reduces complexity and computation of videos. The human skeleton graph gives concise 
representation of different frames function for pose estimation. Self-attention mechanism is introduced to weight 
the pose features with frame-attention and joints-attention. We conduct training experiments on UCF and 
HMDB dataset, and extend to embedded machines such as Jetson Nano and Raspberry Pi. 

Pose features are the fusion of typical spatial and temporal information. The descriptors of human pose 
are developed and based on handcrafted feature, which samples keypoints with corner extraction, such as HOG 
[5], SIFT [6]. Hand-crafted features especially depend a priori hypothesis of locality for human appearance, and 
do not always show efficiency of various poses in cluttered scene and different viewpoints. The manual features 
are separated from action recognition process and more complicated with spatial-temporal information. It is 
difficult to determine the consistency of features vectors extracting for the same pose of different targets and 
even the intra-class pose of the same target.  

Attention mechanism allows neural networks to selectively pay attention to specific information to 
improve the ability of model learning [7]. [8] propose self-attention networks to assist neural machine 
translation instead of CNNs and RNNs. [9] designs hierarchical attention networks for document classification 
with word level and sentence level. A decoupled spatial-temporal attention network is designed for action 
recognition [10]. In the frame, observers always pay attention to the places of interest and even carefully watch 
some details. The relationship between frames is useful to pose estimation. The key-frames in video are the 
places of interest of action. 

 
II. POSE-ATTENTION MODEL   

 In the paper, human pose is regarded as the combination of pose sequences rather than convolutional 
features extracted directly from videos. We prefer to 2D joints data by pose estimator firstly [11]. Action is 
closely related to pose for human visual understanding. One action can be represented by one posture from a 
still image, while others maybe be represented by multiple postures in fixed order, for instance, “Walking” 
versus “LongJump”.  
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We present the pose-attention model for action recognition in videos as shown in Figure 1. The video 
data is fed frame by frame into CNN for extracting human joints. The skeleton is input to attention layers for 
non-local frame attention and local attention. Attention parameters are key pose of frames and joints enhanced 
by the pose. The continuity between of pose is learned with pose-attention by networks. 
 

 
Figure 1: Pose-attention model 

 
2.1 CNN MODULE  

 

Figure 2: Pose extraction 
 

Extracting the spatial features of human from the frame image, using lightweight convolution network 
and adopting depth separable convolution method can reduce the number of network parameters and the 
calculation amount of training [12]. The dimension of input network is 224x224x3, which has 12 layers. The 
first layer is a standard convolution layer with 24 convolution kernels and a step size of 2. Starting from the 
second layer, the depth separable convolution is performed, and the output dimension of the last layer is 
28x28x384. 
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After feature extraction by CNN module, the pose module is used for training, and joint response and 
loss function are calculated in each stage [13]. In this paper, two-way network is used to detect human joint 
features and limb apparent features, such as direction and gradient. The calculation process is shown in Figure 2. 
The S branch calculates the eigenvalues of human joint points, which is used to learn the corresponding 
confidence level. The L branch calculates the human body component vector, that is, the correlation degree 
between the relevant nodes. In each stage, the depth of convolution can be separated to replace the standard 
convolution, and the convolution size of 2 ~ 6 stages is 3x3, which reduces the computation. Conv_dp 
represents depth separable convolution, including depth convolution of 3x3 and pointwise convolution of 1x1. 

 
2.2 HUMAN GRAPH NETWORK 

 

Figure 3: Human graph network 
 

The human graph Gj(Vj, Ej), j=0,…,m. m is the number of joints. ji is the node of joints graph from pose, 
in which edge is the limb between two joints, as shown in Figure 3. The adjacency matrix is A∈{0,1}N×N. The 
nodes feature matrix is X∈ℝN×D. N is number of joints; D is the number of pose feature. The neural message 
passing of joints-graph layer is shown as formula (1). Wl is the parameters matrix. σ is the activation function.  

𝐻𝐻𝑙𝑙+1 = 𝜎𝜎 �𝐷𝐷�−
1
2�̃�𝐴𝐷𝐷�−

1
2𝐻𝐻𝑙𝑙𝑊𝑊𝑙𝑙�                                                                (1) 

We construct the human graph incorporated to networks (HGN), which is constrained by human joints 
with soft attention and mapped to cluster set. The assignment matrix of layer is S∈ℝN×N in formula (2) to 
calculate next layer Xl+1, Al in formula (3) and (4).  

𝑆𝑆𝑙𝑙 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝐺𝐺(𝐴𝐴𝑙𝑙,𝑋𝑋𝑙𝑙))                                                                    (2) 

𝑋𝑋𝑙𝑙+1 = 𝑆𝑆𝑙𝑙𝑇𝑇𝑍𝑍𝑙𝑙                                                                            (3) 

𝐴𝐴𝑙𝑙+1 = 𝑆𝑆𝑙𝑙𝑇𝑇𝐴𝐴𝑙𝑙𝑆𝑆𝑙𝑙                                                                          (4) 

The output is defined as following (5). We run the model to gain embedding of human graph, then 
pose-attention network (PAN) on the pose with learned embedding for final output representation.  

𝑍𝑍𝑙𝑙 = 𝑃𝑃𝐴𝐴𝑃𝑃(𝐴𝐴𝑙𝑙,𝑋𝑋𝑙𝑙)                                                                       (5) 

2.3 POSE-ATTENTION NETWORK 
We incorporate a novel attention method with GRU for improving the performance of action 

recognition. It is based on the self-attention mechanism with pose-attention and joints-attention. It is appropriate 
for action recognition and prediction and gives insight into which joints contribute to the action recognition. The 
architecture of attention networks is shown in Figure 4.  

GRU uses reset gate ft and update gate st to track the hidden state of sequences, which control long time 
information updating. The new state is ht as in (6). 

ℎ𝑡𝑡 = 𝑠𝑠𝑡𝑡⨀ℎ�𝑡𝑡 + (1− 𝑠𝑠𝑡𝑡)⨀ℎ𝑡𝑡−1                                                              (6) 

It is a linear interpolation between previous state ht-1 and new state ℎ�𝑡𝑡 . st is updated in (7). ℎ𝑡𝑡�  is 
calculated in (8). ft impact on past information to current state in (9). 
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𝑠𝑠𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑠𝑠𝑥𝑥𝑡𝑡 + 𝑅𝑅𝑠𝑠ℎ𝑡𝑡−1)                                                                      (7) 

ℎ𝑡𝑡� = tanh (𝑊𝑊ℎ𝑥𝑥𝑡𝑡 + 𝑓𝑓𝑡𝑡𝑅𝑅𝑐𝑐ℎ𝑡𝑡−1)                                                                (8) 

𝑓𝑓𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑓𝑓𝑥𝑥𝑡𝑡 + 𝑅𝑅𝑓𝑓ℎ𝑡𝑡−1)                                                                      (9) 

 
Figure 4: Pose-attention network 

 
We give pose-attention with frame level context vector us. The importance of each pose is measured 

with αi. as shown in (10). v is the frame vector that summarizes all the information of action in video.  

α𝑖𝑖 = exp (𝑢𝑢𝑖𝑖
𝑇𝑇𝑢𝑢𝑠𝑠)

∑ exp (𝑢𝑢𝑖𝑖
𝑇𝑇𝑢𝑢𝑠𝑠)𝑖𝑖

                                                                           (10) 

𝑢𝑢𝑖𝑖 = tanh (𝑊𝑊𝑠𝑠ℎ𝑖𝑖)                                                                         (11) 

𝑣𝑣 = ∑ 𝛼𝛼𝑖𝑖ℎ𝑖𝑖𝑖𝑖                                                                               (12) 

A part of joints plays an importance on the presentation of pose, other part of joints is omitted by body 
occlusion or background. Joints-attention is the lower level layer of pose-attention as shown in Figure 3. The 
joints annotation hit is through dense layer to get jit. The important weight αit is calculated by formula (13) and 
(14). The joints feature vector si is a weighted sum of joints as (15).  

α𝑖𝑖𝑡𝑡 = exp (𝑗𝑗𝑖𝑖𝑖𝑖
𝑇𝑇𝑢𝑢𝑤𝑤)

∑ exp (𝑗𝑗𝑖𝑖𝑖𝑖
𝑇𝑇𝑢𝑢𝑤𝑤)𝑖𝑖

                                                                        (13) 

𝑗𝑗𝑖𝑖𝑡𝑡 = tanh (𝑊𝑊𝑤𝑤ℎ𝑖𝑖𝑡𝑡)                                                                      (14) 

𝑠𝑠𝑖𝑖 = ∑ 𝛼𝛼𝑖𝑖𝑡𝑡ℎ𝑖𝑖𝑡𝑡𝑡𝑡                                                                            (15) 

The loss function is the sum of pose loss and joints loss as shown in (16), where Lpose and Ljoints are the 
action loss in (17) and the joints loss in (18), and λpose, λjoints are the coefficients of respective terms.  

𝑅𝑅 = λ𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝𝑅𝑅𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝 + λ𝑗𝑗𝑝𝑝𝑖𝑖𝑗𝑗𝑡𝑡𝑠𝑠𝑅𝑅𝑗𝑗𝑝𝑝𝑖𝑖𝑗𝑗𝑡𝑡𝑠𝑠                                                          (16) 

𝑅𝑅𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝 = −∑ log (σ(𝑊𝑊𝑐𝑐𝑣𝑣))𝑝𝑝                                                               (17) 

𝑅𝑅𝑗𝑗𝑝𝑝𝑖𝑖𝑗𝑗𝑡𝑡𝑠𝑠 = −∑ ∑ log (σ(𝑊𝑊𝑤𝑤𝑠𝑠𝑗𝑗))𝑗𝑗𝑝𝑝                                                           (18) 

 
III. RESULT AND DISCUSSION  

 
We evaluate the model in the paper on UCF and HMDB datasets with P5000 GPU. Although one video 

of dataset is only annotated as one label, so we divide the video by segments for action recognition. For instance, 
the action “LongJump” is regard as the combination of two annotations “Running” and “Jumping”. As 
following, we conduct qualitative and quantitative analysis.  
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The examples of action recognition in videos are as shown in Figure 5. There are four actions 
displaying, which labels are “Walking&Dog”, “Baseball” and “WallPushup”. The pose at each row is shown 
with skeleton and captioning.  

 
Figure 5: Examples of action recognition on UCF 

 
 The accuracy curve and loss function curve of sample training set are shown in Figure 6. The orange 

curve is accuracy of training. The blue curve is loss value during epoch. The final accuracy of training set is up 
to 0.93. The model proposed in the paper has good generalization ability and reduces the phenomenon of over-
fitting.  

 
Figure 6: Curves of accuracy and loss  

 
Table 1:  Mean accuracy of UCF101 and HMDB. 

Method UCF101 HMDB 

C3D 85.2% 51.2% 

Two-Stream + LSTM 88.6% 59.1% 

Transformation (VGG-16) 92.4% 62.0% 

Our model 93.5% 63.3% 

 
We compare our method and state-of-the-art methods on testing set of UCF101 and HMDB. The mean 

accuracy is shown in Table 1. The method in the paper outperforms state-of-the-art method, such as C3D, Two-
Stream + LSTM and Transformation.  
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IV. CONCLUSION  
In the paper, we design a pose-attention networks based on human graph. Hierarchical attention 

mechanism is incorporated into neural networks with pose-attention and joints-attention in 2D skeleton. Joints 
attention method emphasizes key joints features learning for action recognition with human graph skeleton. Our 
method can learn key pose features and predict the action till current frame. We test our model on two popular 
benchmarks, i.e. UCF101 and HMDB. The experiments show the method outperforms state-of-the-art methods 
with high accuracy.  
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