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ABSTRACT 

It is illegal to gather sensitive information from internet users using social engineering techniques combined 

with technology. The current systems lacked a web crawler component to retrieve URL background information 

of phishing attacks and a notification component to alert users via speech. The goal is to create an enhanced 

Phishing attack detection and notification system utilizing Convolutional Neural Network and Gated recurrent 

unit network. It was created to offer users with auditory notifications while also obtaining background 

information about URL addresses related with phishing attempts using a web crawler. This study outlined a 

novel method capable of identifying malicious phishing URLs, focusing on features primarily obtained from the 

phishing and real URL addresses. A temporal tokenizer was generated and used for URL text processing which 

scanned, recognized characters, symbols and redundant tokens. This made it easier to separate specific features 

from the URL address and return as a list while identifying directories, keyword arguments, and extensions. 

The model kernel, weights, and bias values were tuned with a penalty term which increased model detection 

accuracy. We also included a web crawler program that collected details such as internet content, URL links, 

and design codes from websites, increasing the resilience of the suggested system. The experimental findings 

show that CNN performed better having 99.60% accuracy and RNN-GRU yielded a recommendable prediction 

accuracy of 91.0% respectively. 
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I. INTRODUCTION 

A phishing attack is a criminal activity that uses deceptive behavior and technical trickery patterns to 

obtain unlawful access to client-confidential data from individuals or algorithms for learning (Manohar et 

al.,2020). Phishing attacks are spam emails presented as real with a subject or message designed to deceive 

recipients into providing critical information (Maniraya et al.,2019). The importance of data privacy, protection, 

and prevention from phishing efforts cannot be emphasized. The intruder decides to duplicate and then selects 

unfortunate folks whose data must be taken. The attackers establish fake platforms that look to be authentic in 

order to attract victims into providing vital information (Maurya and Jain 2020). Pastor-Galindo et al.,(2020) 

created a framework to describe the many stages of a cyber-attack. There are various deep learning algorithms 

for phishing site identification, including encoders and decoders, deep belief networks, convolutional neural 

networks, recurrent neural networks, boltzman machines, and others (Basit et al., 2020). Machine learning is 

one of the most prevalent methods for detecting phishing sites (Sindhu et al., 2020).  Phishing URLs and 

accompanying webpages are symbolized by a collection of widely employed properties, including URL data, 

website layout, and JavaScript capabilities. Rashid et al.,(2020) recommended the conventional approach of 

irregular decision trees and emphasizes that forest land of trees traversing together with inclined hyper-planes 

which can definitely increase accuracy. An overall concept that the problems of a classifier may only increase to 

a measure of accuracy before over fitting occurs, resulted from the perception of a more complicated classifier 

becoming significantly more accurate. Phishing attacks are classified into four types: misleading phishing, spear 

phishing, whaling, and pharming (Safi and Singh 2023). Basit et al. (2021) presented four separate phishing 

attack categories, including communication methods, target devices, attack strategies, and countermeasures. The 

most prevalent kind of phishing attack involves deceptive phishing, which pretends to be an actual network or 

webpage and sends the user text messages (or emails) that appear to be authentic (Javed et al.,2020). The URLs 

that are malicious in these text messages (or emails) would prompt the recipient to make a click on the URL. 

The perpetrators have created a phishing website that intends to gather all of the user's username and password 

and other sensitive information and deliver it to them. The spear phishing scheme is similar to the deceptive 

phishing kind, which focuses on just one user. The fraudsters seek to deceive someone into handing over 

confidential information. A personalized message or email is sent to the user with the goal of deceiving them. 

The email is personalized to include the majority of the user's details, such as the user name, place of 
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employment, designation, and so on.(Jain et al.,2020). The most often used medium for spear phishing is a 

social media site like LinkedIn, where they can easily find out. The whale attack occurs when phishers target 

people in position of power, such as CEOs.  Prior to the attack, the culprit would spend a significant amount of 

time studying the target. The intruder sends an email message to the victim in an attempt to trick them into 

disclosing confidential information. Whaling is regarded as a very risky attack because executive group 

members have access to the organization's most sensitive information (Kumar 2020). Pharming is a type of 

phishing which does not call for a specific individual as the target. The attacker can do harm to a large number 

of users without being directly targeted. There are two strategies for carrying out pharming attacks: (a). It 

requires emailing the target codes, which update every local host files on the machine. The host files would 

convert the URLs into numerical strings, which the system would use to access websites.  Even if the target 

person enters a genuine URL, it may lead them to a harmful website.  (b) Another pharming attack approach is 

DNS cache poisoning, which alters the website's domain name system tables while leaving the local host files 

intact. This leads the victim to be unintentionally directed to undesirable web pages. The user would believe 

they are visiting a trustworthy website, but due to DNS poisoning, they are actually viewing a hostile domain 

(Mittal et al.,2020). The simpler gating network reduced the existing system's ability to extract complex 

information from the proposed Phishing dataset. Existing approaches find it exceedingly difficult to determine 

optimal solutions when the number of trainable parameters increases and greater parameters are needed to learn 

for complex issues. The following is how this paper is structured: The introduction is given in Section 1, the 

results and a detailed discussion of the results are covered in Section 4, the model's materials and methods are 

introduced in Section 3, the paper's conclusion is given in Section 5, and a brief assessment of previous 

approaches to the topic and the gap in studying the proposed model is given in Section 2. 

 

II. RELATED WORKS 

This section addresses numerous phishing strategies, explaining how they differ and what traits they 

share (Zamir et al., 2019). Several methods and approaches have been researched to better understand phishing 

assaults and provide a defense against them. Numerous researches on the strategies used by phishers or 

attackers are available in this regard, but we are focusing on the ones that have proven to be the most accurate 

and linked to our subject matter. Fu et al. (2021) compared several distinct machine learning (ML) techniques in 

order to identify phishing sites. The SVM had the lowest detection accuracy, whereas the RF performed the 

best. Liu et al. (2020) presented a method of mining a website's connected webpage set to detect phishing 

websites. They investigated the interaction to the specified website in terms of text similarity, ranking 

relationship, link relationship, and similarities in webpage layout.  Their tests yielded an accuracy rate of 91.44 

percent and a false alert rate of roughly 3.40 percent. An ANN model was used by Zhu et al. (2020) to identify 

phishing websites. This was carried out to ascertain whether the website was phishing or not. The proposed 

study used 1-hidden layer level, 17-features, 17-neurons as input, and 2-synapses as output. Training and testing 

set were created from the total data se and the accuracy of the suggested model was 92.48 percent. Verma et al. 

(2020) created clusters of linked phish by using a structural evaluation technique that compared local 

subdomain files. The model demonstrated exceptional performance, with the testing set achieving an average 

score of 70% in several reviews. Phishing websites are grouped together according to copied brands using a 

non-binary categorization scheme. 

 

2.1 Deep learning (DL) for phishing attack detection  

The latest developments in DL approaches claim that when it comes to categorizing phishing websites, 

they outperform conventional ML systems. The choice of various learning parameters, however, has a 

significant impact on the outcomes of using deep neural networks. There are several deep learning (DL) 

methods that can be employed, including deep neural networks, (2) feed-forward deep neural networks, 

recurrent neural networks, convolutional neural networks, limited Boltzmann machines, deep belief networks, 

and deep auto-encoders for phishing attack detection (Ferrag et al., 2020). The neurons are given a collection of 

input data, and certain weights are allocated to determine if the traffic is authentic or phishing-related. 

According to Benavides et al. (2020), who describe the DL algorithms used in each arrangement, Deep Neural 

Networks (DNN) and Convolutional Neural Networks (CNN) are the most frequently. Shie(2020) adopted 

numerous approaches and discussed various tactics for accurately identifying phishing attempts. Due to high 

accuracy and robustness, feature extraction-based DL techniques perform well. Models for categorization also 

show strong performance. Maurya and Jain (2020) presented a phishing prevention architecture that relies on 

using a phishing identification model reliant on DL, at the ISP's level in order to ensure security at all levels 

rather than merely average execution. This approach places a temporary security barrier between different 

workers and end clients at ISPs. The effectiveness of implementing this framework rests in the ability to make 

certain that lots of clients will be safeguarded from an individual phishing attack with just one blocking goal. 

End users are given secure help irrespective of their framework without extremely efficient processing 
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machines, and ISPs are the only ones who must perform computation overhead of phishing detection models. Li 

et al.(2020) innovative methodology involved sending a URL as input and extracting HTML-related elements 

from it. A sort of stacking meta-learning model was created in merging classifiers following feature extraction. 

The experiment made use of a variety of datasets, among which of which was a collection of 2000 web pages 

including 100 genuine and 1,000 phishing attacks from Phish-tank. The second dataset consisted of 49,947 web 

pages overall, 30,873 of which were real cases, and 19074 instances of phishing. The capabilities of ANNs can 

be integrated to create a stacking-based model to achieve greater accuracy. The stacked model proved beneficial 

and produced excellent accuracy when using many classifiers together. Different researchers employed a variety 

of machine learning classifiers, but they were not as accurate or effective as they could have been. Researchers 

have previously made use of two separate machine learning datasets that are freely available via Phish-tank and 

the UCI ML repository. Some of the previous studies compared the functionality of a small number of ML 

classification algorithms without using feature reduction methods.  

Barlow et al.,(2020) Adopted ANN in conjunction with  binary classification. The ANN achieved a 

detection accuracy of 95.69%. The experiment used a set of 4,000 data points, which limits the predictions and 

reduced the detection accuracy of the model. Liu et al.,(2020) used different data mining techniques in order to 

detect phishing websites. Their tests yielded an accuracy rate of 91.44 percent and a false alert rate of roughly 

3.40 percent. Most of the phishing websites were wrongly classified as authentic. Chiew et al. (2019) employed 

RF combining different decision trees as an ensemble learner to detect phishing websites. The RF model was 

employed to identify phishing websites. The results showed that HEFS could identify phishing features up to 

94.6 percent of the time. The model could not generalize well on testing set. Al-Sarem et al. (2021) presented 

two innovative ML-based models which includes: AdaBoost and LightGBM. The suggested models, which had 

the best and most suitable features for spotting phishing websites, performed incredibly well. The model could 

not extract pertinent information as needed to improve model performance. Hong (2020) combined six different 

ML algorithms, including RF, CART, LR, SVM, and ANN in order to categorize phishing emails. Over 92% of 

the phishing emails were correctly predicted by the classifiers under study. The model had performance and 

resulted in type I and type II error. Whittaker et al. (2010), presented numerous novel capabilities and evaluated 

the strategy using widely accessible ML algorithms. The recommended model performed exceptionally well 

since with the best and most appropriate features for identifying phishing websites. The algorithm trained could 

not learn and extract content-driven or proprietary features. Afroz and Greenstadt (2020) proposed a Fuzzy 

logic was combined with a hashing technique in a white listed approach. The model attained a noteworthy 

accuracy rate of almost 96%. There was no generality to new phishing attacks because of human interaction. 

Gowtham et al. (2021) introduced the Automated Individual Whitelist (AIW) technique to monitor user visits to 

well-known innocuous websites. This approach is quite successful in thwarting dynamic phishing and pharming 

attacks. The researchers themselves acknowledged that their method was not the best. It removes the need for a 

pre-established login password during data exchanges between the client and server. Huang et al. (2020), 

suggested methods include two procedures, one for registering and the other for login, with four parties taking 

part. Phishing websites and XSS attacks housed on hijacked domains are not detectable. AlEroud and Karabatis 

(2020) used a GAN in order to categorize the URLs and get beyond the blacklist-based scam detectors. The 

model had above-average detection accuracy. Limitations: (a). There was no available phishing prevention tool 

for detecting rogue URLs within an enterprise (b). Model could not be used to safeguard user login credentials. 

Jain and Gupta (2021) combined NB and SVM approaches to efficiently recognize fraudulent URL addresses. 

The accuracy of URL detection increased to a higher percentage. (a). Model struggled to learn from phishing 

patterns (b). Model was unable to retain their prior findings in memory. Chiew et al. (2019) combined their 

knowledge of machine learning with a hybrid ensemble selection strategy to effectively identify phishing sites. 

They were able to distinguish between phishing and genuine websites with an accuracy of more than 80% and a 

low false positive rate. (a). had problem of picking up phishing patterns (b). Lost track of its previous 

discoveries Almseidin et al, (2019) put together ML proto-types for detecting phishing attacks. RF was the most 

effective classifier based on its 98.11% accuracy rate in identifying phishing attacks. Model had prolonged 

training time. 

 

III. Methodology 

The methodology focuses on the tools and methods required to detect phishing URL domains. This 

section addresses the feasibility of the proposed technique for detecting phishing URLs, as well as the CNN 

classifier's evaluation results on the test set. The components listed below are addressed and assessed in order to 

implement the proposed method. 
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Figure 3.1: Proposed System Architecture 

 

(a). Phishing data collections:  The data collecting task is crucial to the biblical study of machine learning 

industry. It consists of a phishing storm with 96018 trustworthy and 48,009 phishing URLs. The Phising Storm 

dataset comprised 96018 trusted and 48,009 phishing sites, whereas ISCX-URL had 96018 trusted and 9965 

phishing sites.  

(b). Preprocessing is contained in the collection step to filter attribute values or database entities. The data 

preparation phase was utilized in order to find and eliminate false and missing values from the suggested system 

dataset. The numerical fields are preprocessed into an appropriate format prior to training. The training dataset 

was padded out and the replaced missing value function was used during the preprocessing phase before 

creating the model.   

(c). Feature Extraction: The feature selection process was adopted to determine the correlation between 

variable or attribute pairs based on the level of correlation using a score value. The higher the score value, the 

higher the correlation between attribute pairs. This was used in order to prioritize the features that have the 

greatest influence on model predictions. 

(d). Gated recurrent unit(GRU) network: The GRU networks functions similarly to the LSTM but with 

fewer hyper-parameters, making it quicker to train and more efficient in terms of computation. The cell that 

stores information state is replaced using a candidate activation vector, which is often updated via two gates 

known as the reset and update gates. The reset mechanism determines how much of the previous hidden state to 

completely remove, whereas the update gate specifies how much of the candidate activation vetor is 

incorporated into the new hidden state. A candidate vetor is configured and utilized to update concealed states at 

each iteration or training cycle.  The logic underlying GRU is reset gate® and update gate(z) derived using 

current input x and the prior hidden state (h_t-1). 

R_t = sigmoid(w_r * [h_t-1, x_t])        1 

X_t = sigmoid(w_z*[h_t-1, x_t])        2 

Where w_r and w_z are network-specific weight metrics learned during training period. The candidate 

activation function or vector can be generated using current input x and modify the prior hidden state in reset 

gate. 
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Figure 3.2: The GRU Network Structure (Source: Sandhya & Harish, 2021) 

 

A fully connected layer of GRU can be represented as with the equation 

σ =f(Wh+b)                  

3 

Where σ is output of the fully GRU connected layer 

The GRU neural network structure has inputs, hidden layers and output layer (1 or 0) as shown in figure 1. 

The input nodes accept data training and testing data into the hidden nodes through weighted channels with Xj, 

for j runs of state and produces a special input (Xo) when j=0, whose value is set to one in producing the bias 

input to the hidden layers in the network. The first half is been assigned weighted(w) values nodes(X j) going to 

the hidden nodes(Zh) labelled whj nodes are linked to every other input(Xo) nodes associated with weights(whj 

where j = 0 given rise to who) in states. who is like other weights been most recently updated and the values 

coming from the bias(Xo) set to 1 with hidden nodes(zh): 

The output layers are always associated with a regression or classification problem depend mainly whether 

there are output nodes with label. The weights passing through the hidden layers(h) unit as vh of the unit(i) like 

a bias at the hidden with each output unit having a bias input from the hidden node(Z0), where the input from 

hidden node(Z0) of weights together with that input trained as grouped weights. 

(e). Convolutional neural network (CNN): is an example of machine learning, specifically a deep learning 

technique used largely for analyzing images and text processing/classification. The CNN is an appropriate 

technique to analyze a stream of data with high accuracy. We are designing a CNN model to assist with the 

difficult and time-consuming task of altering weights during each training cycle. The weights that are included 

in the ordering of inputs to the CNN's layers constitute the factors that cause its weights to change. The neural 

net weights vary at each of the layers in addition to the activating function. The activation processes change 

with each subsequent cycle since they serve as the data inputs for the subsequent CNN layer. The resulting shift 

in distribution requires each and every CNN layer to adjust to the changing data inputs, and that is the reason 

why the deep learning duration for training increases. 

 
Figure 3.3: CNN Structure (Source: Kaur, et al.,2020) 

The weighted matrix of the feed-forward neural network model shown in the above figure 3.3 becomes 
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(

W11 W12

W21 W22

W31 W32

)                                                                                                           1 hi=WCAij*Ii 

            2 
h1 − − − − −→
h2 − − − − −→
h3 − − − − −→

 (

W11 W12

W21 W22

W31 W32

) × [

X1

X2

]         3 

The matrix product of the weighted sum becomes  
h1 − − − − −→
h2 − − − − −→
h3 − − − − −→

 (

W11 ∗ X1    + W12 ∗ X2

W21 ∗ X1   + W22 ∗ X2

W31 ∗ X1   + W32 ∗ X2

)                                                            4 

The matrix product is the product of the weighted matrix and the column of the two input(battery capacity) and 

battery size where h1, h2, and h3 are the hidden layers that stores the results of the first phase and X1and X2 are 

the input variables as a single column. 

hi=Wij*Bi            5 

Where Bi is the bias added to the result of the hidden layer 

(

W11 ∗ X1    + W12 ∗ X2

W21 ∗ X1   + W22 ∗ X2

W31 ∗ X1   + W32 ∗ X2

) + (
b1

b2
)        6 

hi=σ(Wij*Ii +Bi)           7 

Where σ is the sigmoid function 

Output(O)= σ(WCAij*Ii +Bo)         8 

Given URL samples (x1, y1), . . . , (xn, yn) we are finding a vector weights called w=(w1, w2, . . .,wd)€ℝⱣ) that 

minimizes a loss function of the form 

F(w)=
1

𝑛
 ∑ (𝑓(𝑤; 𝑥𝑗) − 𝑦𝑗)2𝑛

𝑗=1          3.16 

Where f(w; x) is the neural network function which is the depth of d wth ReLU activation function  

Web browser component: This was implemented using Jupyter notebook IDE, which is compatible with any 

of the browsers, was employed for ML model development. The model selects the browser to run and 

automatically decides whether a given URL address is phishing or not. The system immediately provides the 

user with initial feedback for detected phishing URLs and trusted sites.  The browser will link to GUI interface 

to visualize and results.  The web browser component gets a signal from the prediction API and links back to 

the GUI API, where the user can log in, review reports, and identify phishing URLs. 

Cloud application: The cloud component consists of three key components: prediction API, file storage, and a 

user login interface for viewing reports. A user can log-in to register, verify URL addresses and view phishing 

statistics stored in database. The system uses a computerized procedure to validate the risks involved with these 

URLs that are malicious. These URL addresses are matched with the data collection component in identifying 

the source of data. 

Voice notification alert: This component illustrates a software tool that monitors and search for suspicious or 

phishing attacks, flagging-up alerts of Phishing or untrusted messages when it finds such attacks in the testing. 

(f). Web crawler: The crawler, often known as spider is developed in navigating the world wide web (www) in 

a methodical manner to collect information from webpages.  We used the crawler to issue a request via HTTP to 

the seeded URL in order to retrieve the Hypertext Markup Language (HTML) content of a web page, which is 

comparable to how web browsers view a website. It analyzes HTML content, which refers to breaking it into 

components that form a structured format that the crawler can traverse and evaluate. The crawler recognizes and 

gathers hyperlinks (URLs) inside the content itself.  

 

IV. RESULT AND DISCUSSIONS 

The findings of the GRU and CNN models are displayed and discussed using suitable visualization 

tools. The concept and its implementation are being refined to produce more accurate and reliable results. We 

used widely recognized AI/ML tools to present and explain experiment results, such as wordclouds, ROC 

curves, charts and tables. 
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Figure 4.1: Key features in URL extension 

 

Figure 4.1 depicts a word cloud visualization of URL address extensions, with the most frequently used words 

in larger and bold letters in various colors. Key word extensions such as html,.org, php, and so on appear more 

often in the dataset for phishing and non-phishing sites. The lighter the word's size, the less essential it is. 

 

 
Figure 4.2: Training accuracy of GRU 

 

Figure 4.2 depicts the training curve of GRU across multiple rounds, with higher validation at the 

beginning, which is difficult to model, and decreasing in some specific circumstances. Model overfitting occurs 

because the GRU algorithm in this scenario was trained for a total of 20 iterations, making it far too 

sophisticated for the data. The validation and training accuracy curves fluctuate with the training loss. Figure 

4.2 shows an uneven movement of the training and validation curves. The RNN-GRU model struggles to learn 

desirable Phishing attack features from the training and validation datasets. The attack accuracy grew and 

peaked about 17 epochs, then dropped over extended training periods. 
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Figure 4.3: validation loss of GRU 

 

Figure 4.3 depicts the training versus validation loss of GRU, with training outperforming better than 

the validation loss. The validation loss is lower, indicating that the model is converging, and training data is 

more difficult to model than the validation set, even if both the training and validation losses are decreasing on 

the plot. The model is receiving new data for both sets because the training and validation losses are clearly 

separated. The validation curve deviates from the training curve and overlaps at shorter training periods, 

resulting in losses of unclear patterns dangling around various epcohs. 

 

 
Figure 4.4: Training accuracy of CNN 

 

The CNN training accuracy and validation loss is shown in Figure 4.4. It illustrates how the predictive 

algorithm fails to draw valid conclusions from the testing data. The trained model performs well on training 

samples, but when tested on the validation data set, its performance gradually improved, as the graph illustrates, 

validation loss gradually improved in fluctuating order. Model fitting happens because the artificial neural 

network(ANN) algorithm in this case was trained for an extended period of 50 iterations, making it purely too 

sophisticated for the data. Over the training loss, the validation and training accuracy curves are fluctuating. 

There is a wider gap between training and validation curves, indicating that the model was not able to learn 

feature features and generalize well on the testing set. 
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Figure 4.5: validation loss of CNN 

 

The accuracy for training and validation loss is based on the CNN model weights' as randomly setup is 

shown in Figure 4.5. It provides us with further insight into how the CNN model performs over the course of 

the training cycle(epoch). The validation loss dropped in the same order as the training over 50 iterations. There 

is a correlation between the training and validation loss sets from the beginning to the end. The validation loss 

reduced from point zero to 10 epochs, then gradually declined with spiking patterns until 48 epochs, then it 

increased from point 49. Longer training intervals may not allow the model to learn additional features from the 

validation data. The training curve declined sharply from zero to ten, resulting in dangling patterns that rapidly 

diminished as training time progressed. The validation data was challenging to model in order for the model to 

learn as efficiently as possible. The difference between training and validation loss grows larger between 5 and 

20 epochs and narrows between 20 and 50 training epochs.  

 

 
Figure 4.6: Confusion matrix of GRU(TP=922, TN=938, FP=71 and FN=66) 

 

Figure 4.6 depicts a gated recurrent unit (GRU) network with true positive, true negative, false positive 

and false negative classification. The GRU recorded 922 true positives, 938 true negatives, 71 false positives, 

and 66 false negatives on the testing set. The overall number of correct predictions is the sum of the TP and TN 

classes (TP+TN=922+938=1860 occurrences). Misclassifications resulted in a sum of FP+FN=71+66 or 137.  

The GRU network made 66 Type-I and 71 Type-II errors in its categorization. This means that 66 false 

negative(FN) values and 71 false positive(FP) kinds of data are simultaneously classified as phishing and 

trustworthy. 
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Figure 4.7: Confusion matrix of CNN(TP=947, TN=51, FP=949 and FN=53) 

 

A 4×4 confusion matrix showing the total numbers of targeted classes are used to determine the 

performance of a binary classification report, as shown in Figure 4.15. This is done to compare the predicted 

values of the CNN model with the actual target values, which are divided into four mutually incompatible 

possibilities.  Figure 4.7 displays the true positive and negative cases of the CNN phishing site detection and 

classification system. According to the data, 947 are the correct predictions and 949 classes were wrongly 

classified cases of trusted and Phishing sites. The confusion matric help to explain how well a classification 

system performs on a set of experimental data for which the true values are known is the artificial neural 

network confusion matrix. The overall number of correct predictions was 947 + 51 = 998, while wrong 

predictions yielded 949 + 53 = 1002 instances. 

 

V. CONCLUSION 

The proposed CNN achieved reliable and accurate results and GRU methods of operation has proven 

to be highly ineffective in practice when it comes  to detecting phishing URL addresses. The majority of the 

issues were resolved by the new system, including alerting users and detecting phishing codes found in URL 

backgrounds. The aforementioned analysis led us to the conclusion that the system identified phishing sites 

more accurately. This is a standalone ML research serving as the supplementary output that enables future 

replications and/or modifications of the conducted experiment. Diagnostic tools such as ROC, AUC, confusion 

matrix, and others make it easy to see and assess the model's performance. It illustrates the trade-offs between 

the TP and FP classes. The two-dimensional ROC graph is created by plotting the FP rate on the X-axis and the 

TP rate on the Y-axis.  

We recommend that government agencies, programmers, and machine learning engineers utilize this 

system if they require a system that can accurately distinguish between real and illegitimate URL addresses. 

This will reduce the alarming frequency of these attacks and help create anti-phishing solutions to counteract 

misleading URL operations. 
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