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Abstract  
Chronic Kidney Disease (CKD) is one of worldwide medical challenges with high morbidity and death rate. 

Since there is no symptom during the early stages of CKD, patients often fail to diagnose the disease. Patients 

with HIV have more chances to be affected with CKD in critical condition. Early detection of CKD helps 

patients to obtain prompt care ald delays the further progression of disease. With the availability of pathology 

data, the use of machine-learning techniques in health care for classification and prediction disease has become 

more common. This paper presents the classification of CKD using machine learning models. Based on the 

glomerular filtration rate, the CKD stages are also calculated for patients diagnosed with CKD. DNN model 

outperforms with 99% of accuracy in classifying CKD patients with HIV. 

Keywords: Chronic kidney disease ; CKD stage identification; Machine Learning, Support Vector Machine, 

KNN. 
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I. INTRODUCTION  

CKD is an incurable condition of kidney associated with higher risk of many other diseases such as 

heart failure, anemia, and bone disease. Kidneys are very adaptable. However symptoms will reveal kidney 

damage slowly. In many cases, patients do not feel symptoms until disease is in last stage. Fig- 1 shows the 

common symptoms that is over lapped with other  disease. Some forms of kidney disease are treatable by 

avoiding symptoms. In the patients to keep the disease from getting worse by restoring few kidney functions. 

Especially in case CKD, dailies is and kidney transplant are two major treatment options for end-stage kidney 

disease. Due to high treatment cost, only 10% of people receive delays is or kidney transplant worldwide [2]. 

Each year, more than one million individuals from 112 low-earning countries suffer and die due to kidney 

failure [5]. Patients having Acquired Immunodeficiency Syndrome(AIDS) have more complication in kidney 

disease due to deficiency of glomeruli filters also known as nephrons. The medication used for Human 

Immunodeficiency Viruses (HIV) can also infect the cells in kidney. It is very import ant to detect, control, 

progression of CKD in early stage. Increasing interest in automated diagnosis and rapid development in machine 

learning methods has played an important role in health care. Although many researches have used machine 

learning  techniques to classify CKD in multiple stages. However, a few researcher has identified relation of 

CKD with HIV. In this paper, we have explored ML techniques and done experimental analysis to classify 

stages of CKD based on Glomerular Filtration Rate (eGFR) 
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Fig. 1. Causes of Chronic Kidney Disease 

 

Automated computer aided diagnose for CKD is a process of getting stage information using patient 

data such as age, blood pressure, blood test reports. Yu et al.  [2] has utilized the Support Vector Machine 

(SVM) algorithm to recognize and anticipated and pre-diabetic patients. The outcome show that SVM is able 

to distinguishes patients with common diseases. E.Perumaletal. [6] has used the decision tree algorithm to 

predict the occurrence of heart disease, Naïve Bayes algorithm, and Probabilistic Neural Network (PNN) 

algorithm. It provides better results compared to other cardio vascular prediction algorithms. R. Shinde et al.  

[8] The Multilayered Perceptron(MLP) separator was used to predict HBV-induced hepatic cirrhoses is, and 

the findings indicate that the MLP se par at or provide sex cellist predictive results for liver disease, 

particularly in HBV-related patients with liver failure. 

 

II. RELATED WORKS 

Corinne Isnard Bagnis, Jack Edward Heron, David M. Gracey et al. [1] conducted are port on Chronic 

Kidney Disease and its connection to more deplorable out comes It shows that controlling blood pressure with 

angiotens in converting enzyme inhibitors and angiotens in receptor blockers slows the progression of CKD in 

HIV patients, particularly when protein uria is present. Y. Liu, J. Qin, C. Feng, L. Chen, C. Liu, and B. Chen et 

al.  [2] Reveals that data imputation and sample diagnosis are possible with CKD. The integrated model 

presented in this paper can achieve sufficient accuracy using the KNN algorithm. Since the dataset contains two 

classes, Chronicle Kidney Infection and Not Chronic Kidney Disease, the model cannot investigate the stages of 

chronic kidney disease .A. S. Anwar and E. H. A. Rady et al.  [3] The uses of lab data set of 361 persistent 

kidney sickness patients. It uses PNN, SVM, and MLP algorithms to calculate period of chronic kidney 

sickness. This examination suggests that the probabilistic neural organization calculation is best performing 

calculation that can be utilized by doctors to kill demonstrative and treatment mistakes. M. N. Amin, A. Al 

Imran and F. T. Johora et al. [4] analyze model performance on real (imbalanced) data and model performance 

on over sampled (balanced)data using logistic regression and feed forward neural networks. Feed for ward 

neural networks showed the best results for both real and over sampled data, with 0.99 Recall, 0.97 Precision, 

0.99 F1-Score and 0.99 AUC score. K. S. Vaisl a, N. Chetty and S. D. Sudarsan et al. [5] recommended On the 

CKD dataset, attribute assessment and classification models were used. The attribute evaluator model 

performed better by decreasing the number of attributes from 25 to 6, 12, and 7. P.Arulanthu and E. Perumal et 

al. [6] utilizes JRip, SMO, Naive Bayes, algorithms and analyses that JRip generate best performance. P. 

Manickam, K. Shankar, M. Ilayaraja and G. Devika et al. [7] Uses Ant Lion Optimization (ALO) technique to 

choose ideal features for classification. This optimization results in better classification accuracy for deep 

neural network. R. Shinde, Maurya, R. Wable, S. John, R. Dakshayani and R.Jadhav,et al. [8] To slow the 

progression of CKD and to follow the recommended diet plans, use the potassium zone, which is computed 

using blood potassium levels. R. Yadav and S. C. Jatetal.  [9] Investigate the relation of various methods of 

selection and dimensionality reduction to the performance of chronic disease classification and prediction. 
 

III.   MODEL SELECTION 
There are several machine learning algorithms used in literature for CKD classification. In this paper, 

we have built 6 ML models using, KNN, SVM, random forest, decision tree, ada-boost and xg-boost 

algorithms, along with a simple deep neural network to classify weather a patient has CKD or not. The flow of 

the proposed experimental setup is depicted in Fig-2 For binary classification situations, A SVM (Support 

Vector Machine) is a classification-based supervised machine learning model. K-nearest neighbors (KNN) 

algorithm utilizes feature comparing to predict a value according on how closely it is similar in the training 

dataset. A decision tree is used to visually represent decisions of classification. Often, a single decision tree is 

not sufficient for producing effective classification accuracy. Random Forest algorithm solves this problem by 

leveraging multiple decision trees. AdaBoost algorithm, also called adaptive boosting, is a boosting technique 
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used as an ensemble method in machine learning. It aims to convert a set of weak classifiers into a strong one 

by reassigning the weights to each instance. XG Boost (eXtreme Gradient Boosting) is another boosting 

algorithm that uses a gradient boosting frame work. Other than machine learning, Many researcher have 

utilized feature based deep neural network (DNN) for better classification results. Deep Neural Networks are 

capable of detecting crucial diseases in they use several layers of nodes to accomplish high-level functions 

from input data. Before applying classification algorithm, we have eliminated few features using feature 
selection method. 

 
     Fig.2. Proposed System 

A. CKD Dataset 

The dataset is obtained from the University of California, Irvine's Machine Learning Repository. There 

are 26 features in the dataset, 20 of which are numeric and 6 of which are categorical. This data set contained 

158 unique cases. Following Table 1, list out the attributes of dataset we used for experiment. 

 

TABLE I. ATTRIBUTES OF HIV CKD PATIENT DATASET 

Sr no Data Type 

1 Age Numerical 

2 Gender Categorical 

3 Ethnicity Numerical 

4 Blood Pressure Numerical 

5 Specific Gravity Numerical 

6 Albumin Numerical 

7 Sugar Numerical 

8 Red Blood Cells Numerical 

9 Pus Cell Numerical 

10 Pus Cell clumps Numerical 

11 Bacteria Numerical 

12 Blood Glucose Random Numerical 

13 Blood Urea Numerical 

14 Serum Cretonne Numerical 

15 Sodium Numerical 

16 Potassium Numerical 

17 Hemoglobin Numerical 

18 Packed Cell Volume Numerical 

19 White Blood Cell Count Numerical 

20 Red Blood Cell Count Numerical 

21 Hypertension Numerical 

22 Diabetes Mellitus Categorical 

23 Coronary Artery Disease Categorical 

24 Appetite Categorical 

25 Pedal Edema Categorical 
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26 Anemia Categorical 

27 Class Categorical 

 

B. Attributes Selection 

RFE, or Recursive Feature Elimination, is a wide spread attributes selection algorithm that selects the 

features (columns) in a training dataset that are more or more important in predicting the target variable. 

When using RFE, there are two essential configuration options: the number of features to select from and 

the algorithm used it to help choose features. Both of these hyper parameters can be examined, although the 

accuracy of the method is not strongly dependent on these hyper parameters being configured. In our 

experiment the feature set is reduced to 14 attributes 

C. CKD classification 

    For classification of HIV patients with CKD or not KNN, SVM, random forest, decision tree, xg-boost,          

ada-boost algorithms and a deep neural network has been implemented 

 

D. CKD Stage identification 

After classification of CKD patients in to two class CKD and non-CKD, stage identification is done for 

patient having CKD. There are 6 stages of CKD based on eGFR as shown in Table 

TABLE  II. CHRONIC KIDNEY DISEASE STAGE 
Stages Explanation GFR 

One Normal damage of kidney function >90% 

Two Minor damage of kidney job 89-60% 

Three(A) Minor to Modes damage 59-45% 

Three(B) Modes to simple damage 44-30% 

Four Simple damage of kidney meaning 29-15% 

Five Kidney Stop Working. <15% 

The phases of progressive kidney illness are assessed using glomerular filtration rate 

       eGFR = 175 x (Creatinine/88.4)^1.154 x (Age) ^0.203 x (0.742iffemale)x(1.210 if dark)        (1) 

According to above equation (1), creatinine, sex, and age of patients are used to calculate eGFR. Alteration of 

Diet in Renal For example we have value of Creatinine=4.1, Age=68, ethnicity=black, Gender= Male, then the value 

of eGFR= 175x (4.1/88.4) ^1.154x (68) ^0.203x1.210= 14.41.  As the value of eGFR  lies in the range of 0 to 15, so 

the patient will be considered in 5th stage of CKD. 

IV.  RESULTS AND ANALYSIS 

In this section, we have reported the results of each model separately and shown the comparative analysis 

based on parameters such as model accuracy, precision, recall confusion matrix. 

 

                                                         𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TN+TP

FP+TP+TN+FN                       (2) 

 

            𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

FP+TP                                  (3)                                                

                                                                             

            𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP+FN
                                       (4)   

                                                                      

                                                                            

Where, True Negative(TN), True Positive(TP),False Negative(FN) and False Positive (FP). 
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Confusion Matrix is one of the tool for evaluating the behavior a Binary Classifier. For better visualization of 

results, we have used heat maps for each model as shown in Fig-3 to 9. 

 

 

Fig .3 .SVM Classifier Result 

 

As visible in Fig- 3 SVM is tested on 100-sample among 54-sample classified as non-CKD, 35-sample as CKD 

and remain 11-classify as False. 

 

Fig.4. KNN Classifier Result 

As visible in Fig- 4 KNN is tested on 100-sample among 65-sampleclassified as non-ckd, 35-sampleas CKD. 

 

 
Fig.5 .Random Forest Classifier Result 

 

As visible in Fig-5 RF is tested on 100- sample among  64 –sample classified as non-ckd, 35-sample as CKD 

and remain 1-classify as false. 
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Fig.6.Decision Tree Classifier Result 

As visible in Fig-6 DT is tested on 100-sample among 64-sample classified as non-CKD, 34-sample as CKD 

and remain 2-classify as false. 

Fig.7.Ada-boost Classifier Result 

 

As visible in Fig- 7 Ada-Boost is tested on 100-sample among 63-sample classified as non-ckd, 35-sample as 

CKD and remain2-classifyas false. 

 

Fig.8. XG-Boost Classifier Result 

 

As visible in Fig- 8 XG-Boost is tested on 100-sample among 64-sample classified as non-CKD, 35-sample as 

CKD and remain1- classify as false. 
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Fig.9. Deep Neural Network(DNN) Result 

For  DNN  model  we have used all 24 attributes for training. The heat map shown in Fig- 9 shows the 

classes of total 158 instances. The results indicate that DNN has achieved high performance, even though it 

uses 24 attributes in comparison to other techniques that uses only 14 attributes. SVM has not performed well 

in comparison, other Machine Learning Algorithms. 

 

TABLE III. ACCURACY, PRECISION AND RECALL COMPARISON 
 

 

 

Above Table III  shows  comparative study of  different classifier with respect to accuracy, precision and recall as 

parameters. Fig- 10 shows the graph of above comparison table .DNN gives almost 99% accuracy for stage 

classification. 

 

Fig.10.Analysis  graph of ML and DL methods 

 

After successful classification of CKD patient’s stage of disease is calculated using eGFR. Total 44 

patients out of 158 instances have CKD. The CKD progression of  all 44 patients has identified in 6 stages as 

given in Table 4. 

Classifier Attributes 
 

Accuracy(%_) 

 

Precision(%) 

 

Recal(%) 

SVM 14 93 91 92 

KNN 14 97 95 96 

DT 14 97 96 96 

RF 14 95 95 94 

AdaBoost 14 97 96 97 

XgBoost 14 97 95 96 

DNN 24 99 99 98 
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TABLE IV. STAGE CLASSIFICATION USING E-GFR 

Stage Stage 1 Stage 2 Stage 3A Stage 3B Stage 4 Stage 5 

Patient 1 1 2 5 10 25 

 

V. CONCLUSION 

Classification of Chronic Kidney diseases stage in HIV infected patient are extremely useful to 

patients as well as doctor for timely and accurate clinical decisions. In this paper we have compared the 

performance of state of art machine learning algorithms along with DNN for classification of CKD for patients 

having HIV. Our study indicates that DNN has outperformed in CKD classification. We have also shown the 

use of eGFR formula to identify stages of disease. In future, features based DNN can be combined with medical 

image analysis to support diagnosis based on different imaging modalities. 
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