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Abstract 

Lassa fever is a deadly viral disease that is prevalent in West Africa.  Unlike other viral diseases such COVID19 

and measles, Lassa fever has no known vaccine for its prevention. Hence, the need to have a means of 

predicting its outbreak to sensitise stakeholders such as governments, health authorities and communities. This 

could help to mitigate the disaster risks associated with Lassa fever outbreak. This research investigates the 

relationship between Lassa fever and weather. The relationship is combined with Lassa fever incidence cases to 

design an ensemble Deep Learning (DL) model to predict the outbreak. Ensemble DL model is good at 

combining datasets from multiple sources and formats. The stack ensemble model used in this research consists 

of Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU). 

Performance evaluation was achieved using standard metrics. The result obtained would assist stakeholders in 

developing appropriate preventive and response mechanisms against the outbreak.  
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I. INTRODUCTION 

According to reports from the United States Centre for Disease Control and Prevention (CDC), 

annually, Lassa fever infects approximately 100,000 and 300,000 individuals in West Africa, resulting in about 

5,000 deaths (John-Ugwuanya, 2021). Unfortunately, Lassa fever is one of the viral diseases that has no vaccine 

to prevent its outbreak (Tambo et al., 2018). This situation calls for a means by which its occurrence could be 

detected and predicted so that the stakeholders could prepare adequate response measures to prevent or mitigate 

the disaster risks. Artificial Intelligence (AI) and its related technologies have enabled useful and insightful 

predictions to be made from such large amount of data (Takyar, 2020). One of the unique capabilities of AI, is 

its ability to perform predictive modelling of infectious diseases, thereby preventing millions of lives from 

diseases and death (Wong et al., 2019). The Sustainable Development Goals (SDG) 3d aptly captured the need 

for the deployment of Early Warning Systems that would help to mitigate and reduce risks associated with 

allowing communicable diseases to assume epidemic dimension (SDG, 2015). This can be achieved by 

developing appropriate models that could assist in predicting the outbreak of Lassa fever.  

Over the years, there have been several attempts to develop appropriate models to ensure accurate 

prediction of diseases outbreak. These approaches include mathematical models, statistical models, time series 

models, machine learning models, deep learning models and hybrids of two or more of these models. Lassa 

fever outbreak is one of the major challenges facing the public health system in Nigeria and some parts of West 

Africa because of its high fatality rate. Most previous studies that have been carried out on the prediction of 

Lassa fever outbreak use mathematical models. Machine learning and deep learning models are Artificial 

Intelligence models that have shown promising results based on their use for other known infectious diseases 

like measles, cholera, influenza, dengue and COVID-19 (Ahmad et al., 2021). As much as we know, only very 

few studies have been conducted on prediction of Lassa fever outbreaks in Nigeria using machine learning or 

deep learning techniques. Many of the predictive models developed for infectious diseases are based on 

traditional linear models such as Moving Average model, Auto-Regressive Moving Average (ARIMA) model, 

Seasonal ARIMA model, Seasonal Autoregressive Integrated Moving-Average with Exogenous Regressors 

(SARIMAX) model and Vector Autoregression (VAR) model. These traditional models can only handle linear 
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relationships in datasets which limit their predictive ability and may not be ideal for real-life applications (Jia et 

al., 2019). These models assume a linear relationship between the past and future, which may not be applicable 

in complex and non-linear situations, thereby limiting their effectiveness. Another limitation of traditional 

models is that their performance of highly sensitive to their specifications which may include the choice of lag 

lengths in ARIMA models. Incorrect specification may lead to poor forecasts and minimal model performance 

(Barrera-Animas et al., 2022.  

While the simplicity of traditional models can be an advantage, it can also be a drawback when 

handling complex data such as time series data. More sophisticated models like machine learning techniques 

may offer enhanced performance (Cai et al., 2019; Siami-Namini et al., 2018). More recently, the development 

of deep learning techniques has also shown a promising alternative to statistical/traditional approaches while 

handling complex data. Deep learning models allow computers to solve more complex problems having very 

diverse, unstructured, non-linear, and inter-related datasets when compared with statistical and traditional ML 

models (Abdelhafid Zeroual et al., 2020).Some recent studies conducted on infectious disease forecasting used 

machine learning and deep learning models obtained better results (Kim and Ahn, 2021).  Also, there is a rising 

need to use multiple models that harness the strength of a combination of deep learning models to predict 

disease outbreaks. In this research, we propose the use of deep learning stacked ensemble model which 

combines three models to produce a single prediction that takes advantage of the strengths of the individual 

models. Most traditional and conventional models, make use of case data for prediction which could make their 

results inaccurate. Hence, this research proposes a combination of meteorological data (rainfall, temperature, 

and humidity) and case data (confirmed cases and death cases) for the prediction model because of the potential 

relationship between these two categories of data in the outbreak of Lassa fever.   

 

II. LITERATURE REVIEW 

Infectious diseases are among the leading causes of death worldwide. These include HIV/AIDS, 

COVID19, ebola, Lassa fever, measles, influenza, dengue and many others. A review conducted by Olumade et 

al. (2020) showed that in recent times, Monkey Pox, Yellow Fever, Poliomyelitis, Ebola Virus Disease (EVD) 

and Lassa Fever, are among the top five emerging and re-emerging infectious diseases outbreak that have caused 

a major public health challenge in Nigeria. In 2020, COVID-19 emerged as one of the top causes of death 

worldwide. COVID-19 is caused by the SARS-CoV-2 virus, according to the (CDC, 2020). The major means of 

preventing these infectious diseases is the development of appropriate vaccines and development of early 

warning systems because there is no vaccine yet for preventing Lassa fever. This makes the development of 

predictive models for prediction of its occurrence very important.  

 

Infectious Diseases Forecasting Models 

Infectious diseases forecasting falls under the category of time series forecasting problems or 

regression tasks in machine learning. It involves using mathematical and computational methods to predict 

unknown or future events. Predictive modelling refers to the process of using mathematical or computational 

techniques to forecast future events. This method involves creating a model that associates a target variable with 

several predictor variables. (Selam, 2012). These models are used to predict future disease outbreaks by 

adjusting the input parameters. Prediction of infectious disease outbreaks are often classified as “time-series 

forecasting problem” which involves the use of time-based (days, hours, weeks, months, year) data to find the 

hidden patterns to enhance decision making (Parmezanet al., (2019). 

 

Machine Learning Prediction Models 

Most previous studies that have been carried out on the prediction of Lassa fever outbreak use 

mathematical models. Machine learning and deep learning models are Artificial Intelligent models that have 

shown promising results based on their use for other known infectious diseases like Cholera, Influenza, Dengue 

and COVID-19 (Ahmad et. al., 2021). Many of the predictive models developed for infectious diseases are 

based on traditional linear models such as Auto-Regressive Moving Average (ARIMA) model. Examples of the 

use of mathematical, statistical or ARIMA models used for predicting infectious diseases are found in the works 

of (Kane et al.,2014; Shi et al., 2016; Yu et al., 2014; Collins and Duffy, 2023; Abdulhamid et al., 2022). Some 

works also focused on comparative studies of some infectious diseases.For example, Tahmo et al. (2023) applied 

SARIMA and Poisson Regression Model techniques to evaluate the effects of Lassa Fever, COVID-19, and 

Cholera by analysing their interactions throughout 2021. The research found a significant dependency of Lassa 

fever incidents on the quantity of confirmed COVID-19 cases. However, there is room for a significant 

improvement in performance of the models if machine learning or deep learning models are explored. 

Some recent studies conducted on infectious disease forecasting used Machine Learning (ML) and 

Deep Learning (DL) models obtained better results (Kim and Ahn, 2021).  There are lots of works in this 

direction in recent years. Many papers published adopt different machine learning algorithms and their hybrids. 
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The examples of research publications that used ML, hybrid ML algorithms, DL and ensemble DL algorithms 

could be found in ((Zhang and Nawata, 2017; Tapaket al., 2019; Badkundri et al., 2019; Akhtar et al., 2019, 

Wang et al., 2020; Yang et al., 2020; Ribeiro et al.,  2020; ArunKumar et al., 2021; Maaliwet al., 2021; Babski-

Reeves et al., 2023).  

It is also noted that most of these works were on COVID19 due to the pandemic nature of its outbreak. 

Some of these publications emphasised the need to investigate the dependency of outbreak of infectious diseases 

on seasonality and meteorological factors such as rainfall, humidity and temperature (Yang et al., 2020; 

Mussimeci et al., 2020; Watoreet al., 2023). It was found that inclusion of meteorological data and seasonality 

improves prediction accuracy. During the literature search, we observed that there are few publications on the 

use of ML, DL and ensemble DL algorithms on the prediction of Lassa fever outbreak compared to other 

infectious diseases. Also, from available literature, no study has been reported on prediction of Lassa fever 

outbreak using multiple data sources. This research is aimed at addressing these limitations.  

 

III. METHODOLOGY 

Systems Design  

The proposed system architecture presented in Figure 1 describes the major stages that are pivotal to the Lassa 

fever outbreak prediction process.  

 

 
 

Figure 1: Architecture for the Stacked Deep Learning Ensemble (SDLE) Model 
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These stages are discussed in this section:  

 

Data Collection: 

This involves gathering of the relevant data namely Lassa fever case data and weather data. The structure of the 

data sourced from the are described in Tables 1 and 2 respectively. 

 

Table 1: Description of Attributes of the Lassa Fever Dataset 
S/N Variable Name Data Type Description 

1. WeekNum integer Week of occurrence 

2. Date datetime Date of occurrence 

3. Year datetime Year of occurrence 

4. NumOfCases integer Number of confirmed cases reported for a specified week 

 

Table 2: Description of Attributes of the Weather Dataset 
S/N Name Data Type Description 

1. WeekNum integer Week of occurrence 

2. Date datetime Date of occurrence 

3. Year datetime Year of occurrence 

4. MeanTemperature Float Mean Weekly temperature  

5. Meanrecipitation Float Mean Weekly rainfall  

6. MeanRHumidity Float Mean Weekly Relative Humidity 

 

Exploratory Data Analysis 

 Exploratory Data Analysis (EDA) involves analysing the relationship between Lassa fever incidence data and 

weather data. This involves visualization of the datasets using graphical representations such as histograms, 

scatter plots, and heatmaps. Correlation analyses are also conducted between Lassa fever cases and weather 

variables - temperature, precipitation, and humidity - to understand inherent associations. The two sources of data 

are then integrated into a single dataset. 

 

Data Pre-processing 

Data pre-processing is a crucial step in refining the raw data into a usable format for modelling. In this research, 

the following significant pre-processing activities are carried out: 

Data Cleaning: The purpose of data cleaning is to enhance the quality of the dataset by removing irrelevant or 

noisy data and handling missing values. In our dataset, identified missing values among the Lassa fever and 

weather data were replaced with 0. 

Normalization: This involves rescaling the original data to ensure that values in the dataset are within a 

specified range, thereby improving the model’s performance. Min-max normalization technique was selected to 

rescale the data to the range [0,1]. This is described mathematically in equation 1.   

Given a dataset 𝐷, with has 𝑅 rows (entries) and 𝑆 columns (features), the normalized value of 𝐷 can be 

computed as follows: 

𝐷𝑛𝑜𝑟𝑚 =  
𝐷 − 𝐷𝑚𝑖𝑛

𝐷𝑚𝑎𝑥 − 𝐷𝑚𝑖𝑛

                           (1) 

where D represents the original value before normalization, 𝐷𝑚𝑖𝑛  represents the minimum (smallest) value in the 

feature that 𝐷 belongs to, 𝐷𝑚𝑎𝑥  represents the maximum (largest) value of that feature in the feature that 𝐷 

belongs to while 𝐷𝑛𝑜𝑟𝑚  is the normalized value of 𝐷 after applying the normalization formula. Applying this 

formula to the dataset used for this research will give the following sets of equations. 

L𝑛𝑜𝑟𝑚 =  
L − L𝑚𝑖𝑛

L𝑚𝑎𝑥 − L𝑚𝑖𝑛

                           (2) 

T𝑛𝑜𝑟𝑚 =  
T − T𝑚𝑖𝑛

T𝑚𝑎𝑥 − T𝑚𝑖𝑛

                           (3) 

P𝑛𝑜𝑟𝑚 =  
P − P𝑚𝑖𝑛

P𝑚𝑎𝑥 − P𝑚𝑖𝑛

                           (4) 
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H𝑛𝑜𝑟𝑚 =  
H − H𝑚𝑖𝑛

H𝑚𝑎𝑥 − H𝑚𝑖𝑛

                           (5) 

where L𝑛𝑜𝑟𝑚  represents normalized Lassa fever cases feature (column), T𝑛𝑜𝑟𝑚  represents temperature feature 

(column), P𝑛𝑜𝑟𝑚  represents precipitation feature (column) and H𝑛𝑜𝑟𝑚  represents relative humidity feature 

(column) in the dataset.  

The pre-processed datasets are combined by using date and week number as common identifier or timestamp 

into a single dataset. The combined dataset is split into 80% training set and a 20% validation (test) set for 

model training and evaluation.  

 

Base Models Training 
Each of the three base models namely Recurrent Neural Network (RNN), Long-Short Term Memory (LSTM) 

and Gated Recurrent Unit (GRU) are trained on the training set. These base models should be able to capture 

patterns from all data sources. 

Generate Predictions from Base Models 
For each base model, predictions are made on the validation set. Thereafter, a new dataset is created where each 

row represents a sample in the validation set, and each column corresponds to a prediction from one of the base 

models. 

Meta-Learner Training 
The meta-learner used is this research is Deep Neural Network (DNN). It is trained on the dataset which 

emanates from the predictions (outputs) of the three base models.  

Making Final Predictions 
The trained meta-learner is used to make the final prediction which is then passed to the mobile alert system for 

dissemination to the stake holders via email and/or text messages. 

Evaluation 
The performance of the final predictions from the stacked ensemble model is evaluated by using appropriate 

evaluation metrics which include MAE, MSE, RMSE, MAPE. 

Model Refinement 
Based on the results of the performance evaluation, the hyperparameters of the base models and meta-learner are 

fine-tuned. This could involve testing different combinations of base-models that would produce optimal meta-

learner which will ultimately lead to an efficient ensemble. 

Mathematical Formulation of the Stacked Deep Learning Ensemble (SDLE) Model 

A more detailed mathematical description of the proposed SDLE model is described is this section. 

Notations 

𝐿𝑡 : represent the Lassa fever cases at time 𝑡 

𝑇𝑡 : represent the temperature at time 𝑡 

𝑃𝑡 : represent the precipitation at time 𝑡 

𝐻𝑡 : represent the relative humidity at time 𝑡 

𝑡: represent the time step. 

𝑤: represent the number of time steps ahead for which forecast is to be performed (for instance, if 𝑤 = 2, the 

forecast is two weeks ahead) 

 

Base Model Training 

Each base model 𝑓𝑖   (𝑓𝑜𝑟 𝑖 = 1, 2, . . . , 𝑚) is trained on the merged data and predictions made to get the number 

of cases for the next 𝑤 weeks. Predictions 𝐿𝑡+𝑤  that are generated are shown in equation (3.10) 

𝐿𝑡+𝑤 =  𝑓𝑖 𝐿𝑡+𝑤−1, 𝑇𝑡+𝑤−1, 𝑃𝑡+𝑤−1, 𝐻𝑡+𝑤−1  

                                                  (𝑓𝑜𝑟 𝑘 = 1,2, … , 𝑠)              (10) 

where 𝐿𝑡+𝑤  represents the predicted number of cases 𝑤 weeks ahead as predicted by the 𝑖𝑡𝑕  base model. 𝑓𝑖  

represents a function that performs the actual forecast and 𝑖 is the index that runs through all the base models in 

the ensemble.𝐿𝑡+𝑤−1represent the number of Lassa fever cases one week prior to the forecast week (i.e., the 

specific future week for which prediction is to be made), 𝑇𝑡+𝑤−1represents temperature value one week prior to 

the forecast week𝑃𝑡+𝑤−1represents precipitation value one week prior to the forecast week and 𝐻𝑡+𝑤−1 

represents relative humidity value one week prior to the forecast week. 

Constructing Meta-features 

Predictions from the three base models are then combined to form meta-features represented by 𝑋𝑡+𝑤  as seen in 

equation (11). 

𝑋𝑡+𝑤 =  𝐿𝑡+𝑤,1, 𝐿𝑡+𝑤,2, . . . , 𝐿𝑡+𝑤,𝑠  11  

where 𝑋𝑡+𝑘  is a vector that stacks predictions from all the base models for the time 𝑡 + 𝑘. If there are 𝑠 base 

models, then the vector will have 𝑠 components. 
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Meta-model Predictions 

A Deep Neural Network (DNN) model will act as a meta-model 𝑔 that takes the meta-features to generate the 

ensemble’s final prediction. This is shown in Equations 11 and 12. 

𝐿𝑡+𝑤
𝑚𝑒𝑡𝑎 = 𝑔 𝑋𝑡+𝑤                                                                      (12) 

where 𝐿𝑡+𝑤
𝑚𝑒𝑡𝑎  is the ensemble’s final prediction for 𝑡 + 𝑤. 

 

Base-level Deep Learning Algorithms 
Three base-level deep learning algorithms were used for the purpose of this study. They are: RNN, LSTM and 

GRU. These models are described in the next sub-sections. 

 

Recurrent Neural Network 

RNNs can be referred to as a robust type of feed-forward neural network (Yang et al., 2020). Because 

of their internal memory, RNNs can remember important information about whatever input they receive, which 

allows them to be very precise in predicting a next action. In a feed-forward neural network, information moves 

in a single direction which is from the input layer, through the hidden layers, to the output layer. The 

information moves straight through the network and never have contact with a node more than once. They have 

no memory of the input they receive and cannot predict the next input. On the other hand, RNN allow the 

information to cycle through a loop. To make a decision, it considers the current input and also what it has 

learned from the inputs received previously (Kamal et al., 2020). The RNN output calculation is based on an 

iterative calculation of the output of Equations 13 and 14: 

𝑕𝑡 = 𝜎𝑕 −𝑊𝑕𝑥𝑡 +  𝑈𝑕𝑦𝑡−1 +  𝑏𝑛                                               (13) 

𝑦𝑡 = 𝜎𝑦 𝑊𝑦𝑕𝑡 + 𝑏𝑛                                                                      (14) 

where 𝑥𝑡  is the vector of the input layer, 𝑕𝑡  is the vector of the hidden layer, 𝑦𝑡  is the vector of the output layer, 

𝑊, 𝑈 and 𝑏 are the matrix or vector of the weight parameter and 𝜎𝑕  and 𝜎𝑦  are the activation functions. 

 

Long Short-Term Memory 

Long short-term memory networks can be referred to as an extension of recurrent neural networks, 

which basically extends the memory. LSTM enables RNNs to remember inputs over a long period of time. This 

is because LSTM stores information in a memory, similar to a computer memory. The LSTM has the ability to 

read, write and delete information from its memory (Donges, 2019). It is made up of a set of recurrently 

connected blocks, known as memory blocks. Each block has one or more recurrently connected memory cells 

and the input, output and forget gates that provide continuous read, write and reset operations (Graves et al., 

2005). LSTM cells act as a memory to write, read and erase information based on the decisions made by the 

input, output and forget gates respectively (Venna et al., 2018). The mathematical description is given as 

follows: 

𝑖𝑡 =  𝜎 𝑊𝑖𝑕𝑡−1 + 𝑈𝑖𝑥𝑡 + 𝑏𝑖                                         (15) 

𝑓𝑡 =  𝜎 𝑊𝑓𝑕𝑡−1 + 𝑈𝑓𝑥𝑡 +  𝑏𝑓                                       (16) 

𝑜𝑡 =  𝜎 𝑊𝑜𝑕𝑡−1 + 𝑈𝑜𝑥𝑡 +  𝑏𝑜                                      (17) 

𝑐 𝑡 =  𝑡𝑎𝑛𝑕 𝑊𝑕𝑡 − 1 +  𝑈𝑥𝑡 +  𝑏                                (18) 

𝑐𝑡 =   𝑓𝑡 .  𝑐𝑡−1 +  𝑖𝑡  . 𝑐 𝑡                                                  (19) 

𝑕𝑡 =  𝑜𝑡  . 𝑇𝑎𝑛𝑕 𝑐𝑡                                                            (20)  
𝑦𝑡 =  𝑕𝑡                                                                              (21) 

 

where 𝑖𝑡  represents the input gate which decides if the current input should be incorporated into the memory 

state, 𝑓𝑡  represents the forget gate that determines if the forget gate has been previously retained in memory. The 

memory state 𝑜𝑡  represents the output gate tasked with assessing the amount of memory output passed into the 

hidden layer (Yang et al., 2020). 𝑐 𝑡  represents a candidate hidden state formulated based on the previous hidden 

state and the present input, 𝑐𝑡  symbolises the unit’s internal memory while 𝑕𝑡  stands for the output of the hidden 

state, derived from the product of the memory and the output gate (Goytom & Sankaran, 2019). 
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Figure 4: LSTM Diagram 

 

Gated Recurrent Units 

Gated Recurrent Units (GRU) is a more recent version of RNN like LSTM with a simpler cell 

architecture (Kamal et al., 2020). They are designed to learn with long-range dependencies and are similar to 

LSTM in gating units; the information flow occurs with short memory and few gates (two gates, reset and 

update gate). The function of the update gate is like that of the forget and input gates of an LSTM. It takes the 

decision on what information to keep, add or discard. Meanwhile, the reset gate regulates the amount of past 

information that should not be remembered. Gated Recurrent Units are little faster to train than their LSTM 

counterpart because of fewer gates. The mathematical formula is described as follows: 

𝑧𝑡 = 𝜎(𝑊𝑥𝑧𝑥𝑡 + 𝑊𝑑𝑧 𝑑𝑡−1 + 𝑏𝑧                                                   (21) 

𝑟𝑡 = 𝜎(𝑊𝑥𝑟 𝑥𝑡 + 𝑊𝑑𝑟 𝑑𝑡−1 + 𝑏𝑟                                                   (22) 

𝑑𝑡 = 𝑇𝑎𝑛𝑕(𝑊𝑥𝑑𝑥𝑡 + 𝑊𝑑𝑑  𝑟𝑡  .  𝑑𝑡−1 + 𝑏𝑑                             (23) 

𝑑 𝑡 = 𝑧𝑡  .  𝑑𝑡−1 +  1 − 𝑧𝑡 . 𝑑 𝑡                                                       (24) 

where  𝑧𝑡  represents the update gate, 𝑟𝑡  represents the reset gate,𝑥𝑡  represents the current input, 𝑑𝑡−1 is the 

hidden state of the previous input, 𝑊𝑥𝑟 , 𝑊𝑥𝑧  and 𝑊𝑑𝑟  are weight parameters while 𝑏𝑟  and 𝑏𝑧  represents biases 

(Yao et al., 2022). 

 

 
Figure 5: Gated Recurrent Unit Network Diagram 
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Performance Metrics 

To assess how well our model predicts Lassa fever confirmed cases Mean Absolute Error (MAE), Mean Squared 

Error (MSE), Root Mean Squared Error (RMSE; and Mean Absolute Percentage Error (MAPE), denoted in 

Equations 25 to 28 respectively will be employed. 

MAE, standing for Mean Absolute Error, calculates the average of the absolute discrepancies between 

forecasted and true values. 

 

Mean Absolute Error (MAE):MAE is used to calculate the average absolute difference between predicted 

values and actual values. The mathematical formula is shown in Equation 25. 

𝑀𝐴𝐸 =  
1

𝑛
  𝑦𝑖 − 𝑦 𝑖 

𝑛

𝑖=1

                                            (25) 

Mean Squared Error (MSE): MSE is a metric that used to measure the average of the squares of the differences 

between the actual values and the values predicted by the model. 

𝑀𝑆𝐸 =  
1

𝑛
   𝑦𝑖 − 𝑦 𝑖 

2 

𝑛

𝑖=1

                                    (26) 

 

Root Mean Squared Error (RMSE):RMSE is a metric that assesses the prediction of a model by calculating 

the square root of the average squared differences (standard deviation) between the actual values and the 

predicted values.. The mathematical formula is shown in Equation (3.27) 

oot Mean Squared Error (RMSE) is a metric that assesses the accuracy of a prediction model by calculating the 

square root of the average squared differences between the predicted and actual values. 

𝑅𝑀𝑆𝐸 =    
1

𝑛
  (𝑦𝑖 − 𝑦 𝑖)

2

𝑛

𝑖=1

                                     (27) 

𝑀𝐴𝑃𝐸 =  
1

𝑛
  

 𝑦𝑖−𝑦 𝑖 

𝑦𝑖
 

𝑛

𝑖=1

                                               (28) 

where 𝑛 is the number of observations, 𝑦 is the vector of observed values and 𝑦  is the vector of predicted values. 

 

IV. Conclusion and Recommendation 

This paper presents the design of an ensemble DNN Model that could predict Lassa fever outbreak 

using case data and weather (temperature, rainfall and relative humidity) data.  It is established in 

epidemiological studies of some viral diseases such as COVID19, Influenza, Denque fever and so on, that 

diseases outbreak is associated with weather conditions. It therefore, expected that the design proposed in this 

research would produce more accurate prediction. The inclusion of weather data in this research should provide 

significant contribution to knowledge in the use of Machine Learning algorithms for Lassa fever outbreak 

prediction. The next phase of our research will be the implementation of this design and the development of 

Mobile Alert System to make predictions on future outbreak available to stakeholders. This will improve the 

preparedness and response capacities of stakeholders in mitigating disaster risks associated with Lassa fever 

outbreak. It is observed that there is a dearth of an established dataset for Lassa fever research. Our future work 

will also involve the establishment of a Lassa fever dataset.  
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