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Abstract 

With the rapid development of deep learning technology, 3D indoor scene reconstruction has been widely 

applied in autonomous navigation, robotics and augmented/virtual reality, among others. However, current 3D 

indoor scene reconstruction methods have the best model resolution in terms of mesh representation while 

putting more pressure on the hardware in terms of computational resources. To this end, this paper proposes a 

lightweight deep learning network model Prued-Vortx for 3D indoor scene reconstruction. The network mainly 

consists of 2DCNN with global unstructured pruning, transformer fusion network with local unstructured 

pruning and 3DCNN module with local structured pruning. Global unstructured pruning of 2DCNN is mainly 

used to extract features from images. Local non-agency pruned transformer for fusion of 3D features obtained 

by inverse projection of extracted 2D features. The 3DCNN module for structured pruning is used to refine 

features and predict TSDF values to represent the 3D scene model. On the open source ScanNet dataset, the 

proposed method achieves 0.632 on the reconstruction performance index F1-score.The experimental results 

show that this method guarantees advanced accuracy performance in 3D indoor scene reconstruction while 

reducing computational pressure and improving reconstruction efficiency compared with existing deep learning 

methods. 
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I. INTRODUCTION 

Image-based 3D reconstruction i.e. inferring the 3D geometry of objects and scenes from one or more 

2D images
[1]

. Compared with two-dimensional images, three-dimensional models, because of more one-

dimensional information, so it is more able to the object's sense of reality and details of the texture of the 

performance, and this aspect of the research has been applied to many areas, such as virtual reality
[2]

, robotics
[3]

 

and other areas. 3D reconstruction of images can be divided into 3D scene reconstruction and 3D object 

reconstruction according to the reconstructed objects. Among them, the reconstruction of outdoor scenes
[4]

and 

individual objects
[5,6]

has been widely studied
[7]

. However, there are fewer studies on indoor scene 

reconstruction, especially those based directly on color images. With the continuous development of deep 

learning in recent years, research in 3D reconstruction of indoor scenes based on RGB images has progressed 

accordingly. However, it is extremely challenging to recover the missing information in the RGB maps during 

the 3D reconstruction process, Therefore, the research on algorithmic models for reconstructing 3D indoor 

scenes based on RGB images has become a hot topic.  

Based on the timeline,3D indoor scene reconstruction based on RGB images can be classified into 

traditional and deep learning methods. 

Traditional methods for reconstructing 3D interior scenes
[8-13]

,this type of method tends to estimate the 

depth of each view, and then fuses the estimated depths of the different views to reconstruct the 3D scene. 

However, due to the difficulty of matching features in untextured areas (e.g. floors, white walls) by hand with 

these methods. So much so that some later depth-based approaches
[14-17]

 incorporate deep learning to extract 

global features, which is more robust for matching. 

Deep learning methods can be broadly categorised into voxel-based reconstruction, point cloud-based 

reconstruction and mesh-based reconstruction according to the representation of the model. 

Methods based on voxel representation , a semantic scene completion network based on 3DCNN first 

proposed by Song et al. SSCNet
[18]

 enables complete scene reconstruction and semantic segmentation，



Pruned VoRTX for lightweight 3D indoor scene reconstruction method 

www.ijres.org                                                                                                                                            157 | Page 

however, this network has a high GPU. The network has since been improved, for example,   ScanComplete
[19] 

uses a coarse-to-fine full convolutional network (FCN) to extend the  SSCNet  to the point where it can handle a 

different range of scenarios. Zhang et al
[20]

 applied a dense (conditional random field) CRF model and then used 

SSCNet  to further improve accuracy. However, all of the above work is based on voxel representation of the 

work output 3D models with low resolution. 

Methods based on point cloud representations: Wei Yin et al. unify depth estimation and 3D 

reconstruction by proposing a two-stage framework
[21] 

that predicts the depth and camera focal length in a single 

RGB image separately and unifies them in the same model. The model can reconstruct a 3D point cloud from 

any single RGB image, but is somewhat impotent in cases such as camera radial distortion and images with rare 

viewing angles or extreme focal lengths. Guangkai Xu et al
[22]

, in order to solve the problem of depth 

inconsistency in existing monocular continuous image estimation, proposed a locally weighted linear regression 

method to recover the scales and offsets of anchor points with very sparse. Specifically the method utilises 

locally weighted linear regression as a new metric depth alignment method and enhances spatial smoothing, 

recovering accurate 3D point cloud scene shapes but also ignoring the detail component. Although the 

visualisation of point cloud reconstruction is more realistic, data noise, data noise and data noise are still 

insurmountable drawbacks, and the geometric accuracy of the reconstructed point cloud is far less than that of 

the mesh model and is difficult to edit directly. 

Methods based on grid representations: Truncated Signed Distance Function (TSDF
[23]

 ),the truncated 

distance (T) is proposed on the basis of Signed Distance Function (SDF
[24]

),  has often been used to represent 

complete 3D surfaces that return directly to the entire scene in recent years. The introduction of TSDF for 3D 

indoor scene reconstruction represented by Atlas 
[25]

 opens up a new workflow, where independent features 

extracted from multiple consecutive images using 2D CNNs and back-projected into the voxel volume are 

accrued, the 3D codec refines the accrued voxels and predicts the TSDF values, and finally this prediction is 

extracted to the surface mesh via the marching cubes
[26]

.Although this method achieves the reconstruction of the 

complete indoor scene, the computational process of averaging views is prone to reconstructing to disjoint areas. 

NeuralRecon
[27]

 improved Atlas to use the gated recurrent unit model GRU
[28]

 in recurrent neural networks 

(RNNs) to globally fuse local modules reconstructed from each image from coarse to refined grid models, but 

because of the temporal or structural recursive nature of the RNN the training time is long. Dejan Azinovi´ c et 

al.'s Neural RGB-D  
[29]

uses the Neural Radiance Fields (NeRF
[30]

) formulation to learn Truncated Symbol 

Distance Fields (TSDFs) and to jointly optimise the scene representation network and the camera poses, which 

successfully improves on the current Neural Radiance Fields (NeRFs) technique based on implicit 

representations without reconstructing the actual surfaces, but with the loss of high-frequency local details in 

large scenes. To address the problem of high-frequency details, go-surf
[31]

 improved Neural RGB-D by 

combining for the first time a learnable feature volume with SDF surface-based representation and rendering, 

and devised an SDF regularisation term to achieve faster and higher-fidelity reconstruction, but there is still the 

limitation of memory consumption. The NeuralRoom
[7]

 system first obtains distance a priori and normal a priori 

to ensure the accuracy of the reconstruction details and limit the geometric features of the untextured region, 

respectively, and devises a perturbed residual-limited smoothing method to further improve the reconstruction 

quality of the planar region. Although this method guarantees a detailed and complete reconstruction, large 

positional and a priori errors can have a significant negative impact on the reconstruction results and require 

significant computational resources. TransformerFusion
[32]

, as the first Transformer model
[33] 

network 

architecture for monocular 3D scene reconstruction, uses the transformer to decode the features extracted from 

the input image into the scene volume after fusing them into a high-resolution 3D scene. Although the method 

achieves accurate surface reconstruction, the network architecture takes into account all relevant view 

information resulting in computational wastage. VoRTX
[34] 

takes advantage of the natural mechanism of 

occlusion perception provided by the Transformer, where the attention to each input view varies with the 3D 

position, reducing the attention to the input image in the occluded regions of the view, with better reconstruction 

results. While mesh scene models can be used directly for subsequent editing, the 3D mesh scenes obtained by 

these methods are transformed from voxels making it difficult to balance computational resources with the 

resolution of the reconstructed model. 

In order to reduce the pressure on computational resources by fully compressing the number of training 

model parameters while ensuring the accuracy of model reconstruction, this paper proposes a lightweight deep 

learning network model for 3D indoor scene reconstruction. The network uses 2DCNN with global unstructured 

pruning to extract image features, a transformer with local unstructured pruning to fuse the 3D features obtained 

by inverse projection of the extracted 2D features and 3DCNN with structured pruning to refine the 3D features, 

which achieves the compression of the network model and reduces the amount of computation while 

guaranteeing the existing high  resolution reconstruction of indoor scenes. 
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II. RELATED WORK 

2.1 FEATURE EXTRACTION METHODS 

AlexNet
[35]

 proposed by Alex Krizhevsky et al. showed excellent performance on the 

ImageNet Large Scale Visual Recognition Challenge
[36]

 (ILSVRC) image recognition 

competition, and AI has entered a new period of development dominated by deep learning 

techniques. In computer vision, deep neural networks have also become a mainstream method 

for extracting image features how Kaiming et al.  designed a residual network (ResNet)
[37]

 to 

add the features obtained from certain layers of a neural network by skippi ng the next layer of 

neurons spaced apart, which solves the degradation problem due to the increase in the number 

of layers of the network so that the depth of the network can be up to 1202 layers. Gao Huang 

et al. further extended the residual network by proposing the DenseNet model
[38]

, which 

densely connects all the previous layers with the later layers and splices the feature maps from 

different layers in the channel dimension to achieve featur e reuse and improve the efficiency. 

Andrew Howard et al. developed the Mobilenet family of networks V1
[39]

, V2
[40]

 and V3
[41]

 

including innovations such as depth -separable convolution, inverted residual structure and the 

addition of the squeeze and excitation (SENet
[42]

 ) channel attention module to significantly 

improve feature extraction accuracy. Mingxing Tan et al. 's MNASNet
[43]

 employs some of the 

similarities to Mobilenet, such as depth -separable convolution, and uses multi -objective 

optimisation and hierarchical NAS to simultaneously optimise both accuracy and latency, 

which allows for the exploration of the most appropriate network model on its own. 

Transformer networks
[33]

 have long been shown to be very effective for natural language 

processing
[ 44]

 and have since been migrated to a variety of visual tasks
[45,46]

, which have also 

shown excellent performance in capturing richer information when processing images by virtue 

of self-attention and multi -attention mechanisms.  

 

2.2 MODEL LIGHTWEIGHTING METHODS 

As the depth of the network model incr eases resulting in a large number of parameters,  

the computational resources and speed of computation are increasingly demanding. Therefore, 

many lightweight modeling approaches have been developed, such as Hinton's Knowledge 

Distillation (KD
[47 ]

) idea that compresses informational knowledge from complex models (i.e.,  

teacher models) into small, computationally efficient models (i.e., student models) to achieve 

the performance of a complex model while maintaining its fast computational speed. The 

practice of knowledge distillation has received sign ificant attention in recent years
[ 48-5 1]

, but 

often pre-trained large models are required for task -specific knowledge distillation, which may 

not always be available or readily accessible, and the quality and applicability of the large 

model can have a significant impact on the performance of  the small model. Model 

Quantization
[52 ]

 refers to the conversion of floating -point algorithms for neural networks into 

converting to low-bit-width numerical representations for the purpose of compressing and 

accelerating deep neural networks. The technique has achieved a more mature application in 

industry, with companies such as Qualcomm, NVIDIA, and Google releasing industry -related 

white papers
[ 53]

 and model quantisation deployment frameworks
[5 4 ,55]

,  but when using 

quantised models for inference, it may add a certain amount of computational overhead due to 

the need for additional quantisation and inverse quantisation operations. In addition to 

knowledge distillation and model quantisation, two methods for lightweighting models,  

pruning has also been shown to be very effective and practical in many network compression 

paradigms
[56 -58 ]

.The goal of network pruning is to remove redundant parameters from a given 

network to reduce its size and  potentially speed up inference. Mainstream pruning methods can 

be categorised into structural pruning where pruning is based on the structure of the 

model
[5 9 ,60]

 and unstructural pruning where pruning  is based on the weights of the model
[61 ,6 2]

.  
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III. OUR METHOD 

Figure 1: Model Structure of Prued-VoRTX Indoor Scene Reconstruction Approach  

 

 The lightweight indoor scene reconstruction network takes monocular RGB images and the 

corresponding positional information of each image as input, and reconstructs a complete high-precision 3D 

scene model with low hardware requirements. The network mainly consists of a globally unstructured pruned 

2DCNN, a locally unstructured pruned transformer fusion network and a structured pruned 3DCNN(as shown in 

Figure 1, denotes the reverse projection. denotes the predicted sparse mesh. denotes a splice operation. 
( )r

BPF  denotes a batch of 3D voxel features obtained by backprojection. 
( )r

MVF denotes a voxel feature obtained by 

fusing the 
( )r

BPF .（a）Global Unstructured Pruning 2DCNN: Unstructured pruning operation is applied to the 

2DCNN network that extracts image features from the whole network, and the image features are efficiently and 

accurately extracted under small computational pressure and inversely projected onto 3D voxels to obtain 3D 

features.（b）Local unstructured pruning transformer fusion network: a transformer network after local 

unstructured pruning of the fully connected layer to fuse the voxel 3D features obtained by backprojection.（c

） Structured Pruning 3DCNN: The structured pruned 3DCNN network directly reduces the number of 

parameters to compress the network model while outputting refined features and voxel block occupancy ratios 

for use by the next layer of the network or the last layer outputs TSDF
[2 3]

 values for the Marching Cubes
[ 26]

 

technique to extract the scene surface and reconstruct the 3D indoor scene model.Detailed descriptions of the 

global unstructured pruned 2DCNN network, the local unstructured pruned transformer fusion network and the 

structured pruned 3DCNN network modules are given in Sections 3.1, 3.2 and 3.2 respectively. 

 

3.1 GLOBAL UNSTRUCTURED PRUNING 2DCNN 
Considering that the memory consumption of 2DCNN for extracting features in the image is relatively 

small compared to the rest of the entire network, this paper introduces the MNASNet
[43]

 network and aligns it to 

do a global unstructured pruning operation, and sets the parameter of the least-influential convolution kernel in 

the entire 2DCNN network to 0 at a rate of 25% for extracting image features. Although the network is designed 

to autonomously explore the most appropriate network model, the large size of the network parameters still 

produces unnecessarily easy parameters. Therefore, we use a global unstructured pruning operation on the 

network to filter out many unimportant parameters to achieve efficient extraction of network features while 

reducing some of the memory consumption, as shown in Figure 2:  

 
Figure 2: Unstructured Pruning 2D Convolution  
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For example, for a 5*5 convolution as shown in Figure 2, the weight of the convolution kernel with the 

smallest L1 paradigm is set to 0 according to a pruning rate of 0.25, and this pruning process can be 

characterized  as in Eq. 1.Because this part of the parameter has less influence on the network to extract image 

features can be directly set to 0 to reduce the model to achieve efficient extraction of features. 

0.25 ker _min (| |)_ 0
nel iWPruned MNASNet                     （1）                                                                            

ker _nel iW  denotes the convolutional kernel weight, 0.25min denotes the number of parameters in the 

convolutional kernel with the smallest weight as a proportion of 0.25. 

The total 2D feature extraction formula is shown in Equation 2 below: 
c{ , , }m f

I I IF F F
=

_ ( )Pruned MNASNet I                           （2） 

 

_Pruned MNASNet denotes the pruned 2DCNN network, I denotes the input image, 
c{ , , }m f

I I IF F F

Indicates the extracted image features from coarse to fine, The  feature is then back-projected into the world 

coordinate system to give a 3D voxel using internal and external camera parameters according to Equation 3. 
1[ ,  ,  ] [ ] [ , ]T Ti j k KtPt u v                                     （3） 

       In formula 3, [ , ]u v Indicates pixel coordinates, Kt and Pt Indicates the internal and external 

parameters of the camera respectively,
[ ,  ,  ]i j k

Indicates three-dimensional coordinates. So according to this 

formula the extracted 2D features can be assigned to the corresponding 3D voxels as is, as in Equation 4: 
( ) ( )(:, , , ) (:, , )r r

BP IF i j k uF v                                （4） 

( )r

IF denotes the features extracted to the Ith image, 
( )r

BPF denotes a 3D voxel feature that projects a 2D 

feature onto a 3D voxel. r = c/m/f denotes all features from coarse to fine, It can be expressed by the formula
c{ , , }m f

BP BP BPF F F . 

 

3.2 TRANSFORMER 3D FEATURE FUSION FOR LOCAL UNSTRUCTURED PRUNING 

 
Figure 3: Transformer Fusion Network Architecture with Unstructured Pruning  

 

In Section 3.1 Extracting 2D features are multiple monocular images together to extract the resulting 

features, and the features extracted from each image are assigned to the 3D voxels. We therefore use 

Transformer
[34]

 as in VoRTX
[34]

 to fuse these features into one voxel mesh feature. Considering that the 

Transformer network is already powerful enough, this paper only prunes the local fully-connected layers of the 

network to ensure that the network model is compressed without affecting the results.The Transformer fusion 

network is shown in Figure 3. 

BPF indicates the voxel characteristics to be integrated, Layer norm representation layer normalisation,  

Multi-head attention denotes the mechanism of multi-head attention, MVF indicates fused features, Pruned_FC 

denotes the fully connected layer after pruning. 

The unstructured pruned fully connected layer in Figure 3 is similar to dropout randomly inactivated 

neurons, but with the difference that dropout exists only during training and inactivates randomly. Unstructured 

pruning of the fully connected layer deactivates in a manner similar to the method of filtering parameters in Eq. 

(1), which can be characterised as Eq. (5). 

0.33min (| |)_ ransformer 0
WFCPruned T                        （5）                                                                              

_ ransformerPruned T denotes the pruned Transformer fusion network, WFC denotes the weight of 

the fully connected layer in the Transformer network, 0.33min denotes the weight parameter with the smallest 

proportion of neuronal connections of 0.33.The overall integration equation can be  characterised  as equation 

(6): 

+FBP Layer 
norm

Multi-head
attention

Layer 
norm

+ Fmv

Pruned_FC Pruned_FC
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( ) ( )( ) _ ransformer( )r r

MV BPF Pruned T F         （6） 

_ ransformerPruned T denotes the Transformer network after local unstructured pruning, 

( ) ( ) ( )( ) * * *r r rr N H W C

BPF R ,
( ) ( ) ( )( ) * *r r rr H W C

MVF R is the voxel feature obtained by projection,N is the number of 

images input at once (bit-size),H and W are the resolution C is the number of channels of the extracted features, 

r = c m or f. So 
( )r

MVF has one less dimension than 
( )r

BPF  in terms of number of images i.e. the features extracted 

individually from the input images are fused to a voxel feature. 

 

3.2 STRUCTURED PRUNING 3DCNN REFINEMENT OF 3D FEATURES 

Layer i convolution Layer i+1 convolutionFeatures of the i+1 layer
                                             

Figure 5： Schematic of 3DCNN Structured Pruning 

In indoor scene reconstruction, the most memory consuming is the 3DCNN module, so for this module 

this paper uses structured pruning. Unlike unstructured pruning, structural pruning directly cuts away the 

convolutional/fully connected part of the network where the less influential parameters are located, which 

intuitively reduces the number of parameters and reduces computer memory consumption while keeping the 

sacrificed performance within acceptable limits. 

The structured pruning introduced in this paper 3 The pruning of a layer structure of the DCNN is shown 

schematically in Figure 5.The white square on the left of the figure indicates that the entire convolutional kernel 

of layer i with a small parameter impact is clipped, and the corresponding output feature (the white part) is 

naturally absent, resulting in the convolutional kernel for extracting this absent feature in the convolution of 

layer i+1 also needing to be clipped, drastically reducing the number of parameters in the network. The structure 

of the screening unimportant convolutional kernel in this paper is shown in Equation (7): 

0.25min (| |)_ 3 0WPruned DCNN                            （7） 

_ 3Pruned DCNN denotes 3DCNN after pruning，W denotes the entire convolutional 

layer in 3DCNN, 0.25min denotes the convolutional kernel with the smallest second -paradigm 

number of the entire convolutional layer accounting for the 0.25 parameter.  

The total 3D feature refinement is shown in equation (8)  
( ) ( )( ) _ 3 ( )r r

MVO Pruned DCNN F                      （8） 

( )r

MVF indicates voxel characteristics after fusion , _ 3Pruned DCNN represents a structured 

pruning operation，
( )rO indicates the refined output features , when r = f, it is the value of the 

final regression tsdf.  

In this paper, the predicted TSDF
[23]

 values are shown in Figure1 by unstructured global 

pruning of 2DCNN, unstructured local pruning of Transformer and structured pruning of 

3DCNN to predict the optimal computational results to be obtained.See Equation (9) for the 

calculation of TSDF
[23]

 values and SDF
[24]

:  
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j pjw cjw ij( )t t depsdf I              （9） 

Eq. tpjw denotes the location information of the jth voxel under the world co ordinate 

system, tciw represents the position information of the camera in the world coordinate system,  

ijdep( )I denotes the depth of ij  pixels in the I image. Truncate after completing the calculation 

of SDF values for each voxel with thi s equation: when the SDF value is greater than -1 is not 

more than 1 when set directly to TSDF value, less than -1 is set to -1, greater than 1 is set to 

1.The closer the value of TSDF obtained by the voxel is to 0, the closer it can be approximated 

that is the surface of the model to be reconstructed, less than 0 means before the surface of the 

model, and the part greater than 0 means after the surface. The acquired TSDF
[23]

is combined 

with the Marching Cubes
[26] algorithm to find equivalent surfaces in t he voxels as 

reconstructed surfaces to be sliced out for the reconstruction of the indoor scene.  

          

IV. Experiment 

4.1 EXPERIMENT DATASET AND EXPERIMENTAL ENVIRONMENT 

 The ScanNet
[6 3]

 dataset was chosen for training tests to validate the effectiveness of our proposed 

method, which is a large-scale 3D dataset of indoor scenes created and maintained by the Department of 

Computer Science at Stanford University, the Department of Computer Science at Princeton University, and the 

Stanford AI Laboratory. There are 1513 scenes in the dataset, containing more than 2.5 million indoor scene 

images with corresponding camera poses, mesh models, semantic labels, instance labels and CAD models, of 

which 1201 scenes are used for training and 312 scenes are used for testing. 

The experimental environment is Ubuntu18.04 system which has Intel core i9-12900K CPU, 128GB 

RAM and NVIDIA GTX 3090 graphics processing unit (GPU). And we used pytorch1.11.0, PyTorch Lightning 

and cuda11.3 for deep network training. We initialised the learning rate to 0.001 and used the Adam 

optimiser
[64]

 for gradient updating. 

 

4.2 EVALUATION METRICS 

For the evaluation metrics, we use Acc, Comp, Prec, Rec and F-score proposed in Atlas
[2 5]

 as the 

evaluation metrics for reconstruction, as defined in Table 1. 

Tabel 1: Definitions of Metrics 

Metrics Definitions 

Acc↓ * *

*( || ||)p P p P
mean me pn pa 


 

Comp↓ * *

*( || ||)p Pp P
mean mean p p


 

Prec↑ * *

*( || ||) .05p P p P
min m pin p 

 
 

Rec↑ * *

*( || ||) .05p Pp P
m pi pn min 


 

F-score↑ 
2Pr *Re

Pr Re

ec cal
F score

ec cal
 

  

 

where p denotes the position of the point in the reconstructed 3D space, *p  represents the position of a 

point in three-dimensional space,↓ Indicates that the lower the value of the evaluation indicator, the better the 

performance,↑ Indicates that higher values of evaluation indicators are better. Of these, the F-score is the most 

important reconstruction metric, as the accuracy and completeness of the reconstruction is taken into account. 
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4.3 EXPERIENTAL RESULTS AND ANALYSIS 

 

4.3.1 COMPARISON OF VISUALIZATION RESULTS 

Inputs                       VoRTX
[34]

                       Ours 

Figure 6: Comparison Of 3D Reconstruction Visualization Results 

As shown in Figure 6, the left is the input monocular images, the center is the reconstructed model 

maps from the images by the VoRTX 
[34]

 method, and the right is the reconstructed model maps by our proposed 

method. In the third row, the model we reconstructed  has relatively large holes while there are more small holes 

in the model reconstructed by the VoRTX method. We can see that the reconstruction results of our method and 

the VoRTX method are basically equal. 

 

4.3.2 COMPARISON OF PERFORMANCE METRICS 

Table 2: Reconstruction Accuracy Comparison  (optimal results bolded) 

Metrics Atls[ 2 5 ]  Recon[ 2 7 ]  Vortx[34] Ours 

Acc↓  0.068 0.049 0.054 0.055 

Comp↓  0.098 0.133 0.090 0.093 

Prec↑  0.640 0.691 0.708 0.699 

Rec ↑  0.539 0.461 0.588 0.586 

F-core↑  0.583 0.551 0.641 0.632 
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As can be seen from the data in Table 2, the Acc↓ metric reaches 0.068 by Atls
[ 25]

 method, 0.049 by 

Recon
[ 27]

 method, and 0.054 by Vortx
[34]

 method. It reaches 0.055 by our method, which is 0.013 lower than 

Atls, 0.007 higher than Recon, and 0.001 higher than Vortx. The Comp↓ metric reaches 0.098 by  Atls
[25 ]

 

method, 0.133 by Recon
[ 27]

 method, and 0.090 by Vortx
[34]

 method. It reaches 0.093 by our method, which is 

0.005 lower than Atls, 0.040 lower than Recon, and 0.003 higher than Vortx. The Prec↑ metric reaches 0.640 by  

Atls
[ 25]

 method, 0.691 by Recon
[27 ]

 method, and 0.708 by Vortx
[34]

 method. It reaches  0.699 by our method, 

which is 0.059 higher than Atls, 0.008 higher than Recon method, and 0.009 lower than Vortx method. The 

Pec↑ metric reaches 0.539 by Atls
[2 5]

 method, 0.461 by Recon
[27 ]

 method, and 0.588 by Vortx
[34]

 method. It 

reaches 0.586 by our method, which is 0.047 higher than Atls, 0.125 higher than Recon, and 0.003 lower than 

Vortx. The F-core↑ metric reaches 0.583 by Atls
[25 ]

 method, 0.551 by Recon
[ 27]

 method, and 0.641 by Vortx
[34]

 

method. It reaches 0.632 by our method, which is 0.049 higher than Atls, 0.081 higher than Recon, and 0.009 

lower than Vortx. 

Our methods have surpassed most of the metrics of the Atlas
[ 25]

 and NeuralRecon 
[2 7]

 methods in 

terms of reconstruction accuracy especially for F-core scores, although most of them are slightly inferior to the 

optimal metrics. 

 

4.3.3 COMPARISON OF RECONSTRUCTION SPEED 

Table 3: Reconstruction Speed Comparison 
Method Time 

VoRTX[34] 628s 

Ours 555s 

 

In this paper, 100 scenarios from the test portion of the database are used in a unified inference 

reconstruction experiment for comparison. The reconstruction time reaches 628s by VoRTX
[34]

  method based 

on our equivalent hardware, while 555s by our method after pruning in this paper, which  obtains an 11.6% 

improvement in speed. 

 

4.3.4 COMPARISON OF RECONSTRUCTION SPEED 

Table 4: Network Model Sizing Analysis 

Method Weight Parameter Quantity 

VoRTX[34] 6.2M 

Ours 5.22M 

 

Compared  the proposed method in this paper with VoRTX
[34]

, the number of trainable weight 

parameters in the model of VoRTX
[34]

 is 6.2M, while 5.22M after pruning in this paper, reducing the model size 

by 15.9%. 

 

4.3.5 ABLATION EXPERIMENTS 

 Table 5: Ablation Experiments 

Method Reconstruction Time 

VoRTX[34] 628s 

P2dcnn-Vortx 609s 

Ptrans-Vortx 618s 

P3dcnn-Vortx 581s 

Ours 555s 

 

From the data in Table 5, the reconstruction time of the VoRTX [34] method is 628s for 100 scenes 

when it is not pruned. It reaches 618s after only pruning the fully-connected layer of the Transformer fusion 

network in the network, increasing speed by 1.5%. It reaches 609s after only pruning the 2D convolution in the 

network, increasing speed by 3%.  It reaches 581s after only pruning the 3DCNN in the network, increasing 

speed by 7.4%. It reaches 555s after pruning all three modules in the network, increasing speed by 11.6%. It can 

be seen that each pruning module proposed in this paper plays the effect of lightening the network model and 

works together to maximize the effect of lightening the model. 
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V. CONCLUSION 

In this paper, we propose a lightweight 3D indoor scene reconstruction network model, which mainly 

uses global unstructured pruned 2DCNN mainly for extracting the features in the image and then back-

projecting them onto 3D voxels to get the 3D features, local non-structured pruned transformer is used for 

fusing the obtained 3D features, and finally structured pruned 3DCNN module is used for refining the features 

and predicting the values of TSDF to represent the 3D scene model. Compared with existing methods, the 

reconstruction performance of the network proposed in this paper is basically the same as that of existing state-

of-the-art methods, but the number of parameters in the model is 15.9% less than that of existing methods, and 

the reconstruction speed is 12.5% higher than that of existing methods, which achieves the effect of lightweight 

indoor scene reconstruction network. In the future, we will further consider how to improve the reconstruction 

performance combined with lightweight models to achieve faster and better reconstruction of indoor scenes. 
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