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I. Introduction 

In the rapidly evolving landscape of cybersecurity, network intrusion detection systems (IDS) 

have become essential tools for safeguarding information assets against malicious activities.  As cyber 

threats grow in complexity and frequency, particularly Distributed Denial of Service (DDoS) attacks, there 

is an increasing need for advanced detection methodologies that can accurately differentiate be- tween 

benign and malicious network traffic. Machine learning and deep learning techniques have emerged as 

powerful approaches to improve the efficacy of IDS by learning intricate patterns from network data. 

The Canadian Institute for Cybersecurity’s Intrusion Detection System 2017 (CICIDS2017) dataset 

has been established as a benchmark for evaluating intrusion detection algorithms. This dataset contains a 

rich mix of benign traffic and the most up-to-date common attacks, which closely resemble real-world 

network environments through Packet Capture (PCAP) files. It includes the results of network traffic 

analysis using CICFlowMeter, offering labeled flow data based on timestamps, source and destination IP 

addresses, ports, protocols, and attack types in the CSV format. A significant aspect of the CICIDS2017 

dataset was the generation of realistic background traffic. Utilizing the B-Profile system proposed by 

Sharafaldin et al. (2016), the dataset profiles the abstract behavior of human interactions to generate 

naturalistic benign traffic. This approach models the behavior of 25 users across various protocols 

including HTTP, HTTPS, FTP, SSH, and email, thereby creating a comprehensive and realistic 

dataset for intrusion detection research. 

Despite the availability of such detailed datasets, accurately detecting anoma- lies and outliers, 

especially DDoS attacks—remains a challenge. Factors such as high dimensionality, redundant features, 

and class imbalance in the data can hinder the performance of traditional detection methods. Therefore, 

there is a pressing need to develop advanced models that not only improve detection accuracy but also 

optimize computational efficiency and resource utilization. 

 

1.1 Problem Statement 

This research addresses the challenge of detecting anomalies and DDoS attacks within network 

traffic by improving intrusion detection accuracy using machine learning algorithms. Specifically, it 

focuses on enhancing the performance of IDS by leveraging deep learning techniques to classify network 

flow samples into benign or malicious categories, considering both binary and multiclass classifi- cation 

scenarios. 

 

1.2 Objectives 

The primary objective of this study is to develop a robust intrusion detection model that achieves high 

accuracy while maintaining computational efficiency. The specific goals include: 

1. Feature Selection: Implement feature selection using the Extreme Gra- dient Boosting (XGBoost) 

algorithm to identify the most significant fea- tures, reduce data dimensionality, and optimize memory 

usage without compromising detection performance. 

2. Handling Class Imbalance: Address the issue of class imbalance in- herent in the 

CICIDS2017 dataset to ensure that minority classes, such as specific types of attacks, are accurately 

detected. Techniques such as resampling or cost-sensitive learning may be employed to mitigate this 

challenge. 

3. Deep Learning Model Development: Leverage Multilayer Percep- tron (MLP) architectures 

through the Keras framework to construct deep learning models capable of learning complex patterns in 

network traffic data. The models will be configured for both binary classification (distin- guishing 

between benign and malicious traffic) and multiclass classification (identifying specific attack types). 

4. Performance Optimization: Achieve state-of-the-art results with an accuracy of approximately 
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99% or higher. This involves fine-tuning the deep learning models and optimizing hyperparameters to 

enhance detec- tion capabilities while minimizing computational overhead. 

5. Validation and Evaluation: Rigorously evaluate the proposed models using appropriate metrics 

such as accuracy, precision, recall, F1-score, and area under the Receiver Operating Characteristic (ROC) 

curve. Cross- validation and testing on unseen data will be conducted to ensure the generalizability of the 

results. 

 

II. Literature Review 

Intrusion Detection Systems (IDS) are critical components in modern network security 

infrastructure, designed to monitor network traffic and identify potential threats or unauthorized access 

[2]. Over the years, IDS have evolved from signature-based detection methods to incorporate advanced 

machine learning (ML) and deep learning techniques, enabling them to detect novel and sophisticated 

cyber-attacks [3]. 

 

2.1 Intrusion Detection Systems and Machine Learning 

Traditional IDS rely on predefined signatures or anomaly detection rules, which can be insufficient against  

zero-day attacks or sophisticated evasion techniques [4]. Machine learning offers a dynamic and adaptive 

approach, where models learn patterns from data to detect anomalies [4]. Studies have demonstrated that 

ML-based IDS can significantly improve detection rates and reduce false positives [1]. 

 

2.2 Feature Engineering in IDS 

Feature engineering is a pivotal process in developing ML models for IDS. It involves selecting and 

transforming variables to improve model performance [5]. In network intrusion detection, features can 

include various network flow char- acteristics such as packet sizes, durations, protocols, and statistical 

measures [1]. Effective feature selection reduces dimensionality, mitigates the curse of dimensionality, 

and enhances model interpretability [6]. Techniques like prin- cipal component analysis (PCA) and 

autoencoders have been used to extract significant features [7]. 

Sharafaldin et al. [1] emphasized the importance of comprehensive feature selection and proposed a new 

approach for generating reliable datasets, leading to the creation of the CICIDS2017 dataset. 

 

2.3 CICIDS2017 Dataset in IDS Research 

The CICIDS2017 dataset has become a standard benchmark for evaluating IDS models due to its 

realistic representation of network traffic and inclusion of contemporary attack types [1]. Several studies 

have utilized this dataset to assess the effectiveness of various detection techniques. 

For instance, Maci á-Fern ández et al. [8] investigated the impact of metadata features on machine-

learned IDS models using the CICIDS2017 dataset. They found that including certain metadata can 

contaminate the model, leading to overfitting and reduced generalizability. Their study highlights the 

necessity of careful feature selection to avoid the inclusion of non-representative data that could skew 

model performance. 

Other researchers have employed the dataset to explore deep learning ap- proaches. Yin et al. [9] 

proposed a deep learning framework using recurrent neural networks (RNN) to achieve high detection 

rates. Similarly, Ullah and Mahmoud [10] developed a hybrid model combining convolutional neural net- 

works (CNN) and long short-term memory (LSTM) networks, demonstrating improved performance on 

the CICIDS2017 dataset. 

 

2.4 Machine Learning Approaches for IDS 

Among machine learning algorithms, ensemble methods like Extreme Gradient Boosting 

(XGBoost) have gained significant attention for IDS applications [11]. XGBoost is known for its 

scalability, efficiency, and high predictive accuracy, especially on large and complex datasets. 

XGBoost operates by building an ensemble of weak learners, typically de- cision trees, in a 

sequential manner where each new tree focuses on correcting the errors of the previous ones [11]. This 

approach makes it powerful for classi- fication tasks within IDS, particularly in anomaly detection where 

patterns are subtle and complex. 

A key advantage of XGBoost is its ability to handle imbalanced datasets, a common issue in 

IDS where attack instances are rare compared to normal traffic [12]. Techniques such as weighting the loss 

function and using appropriate evaluation metrics help in addressing class imbalance. Furthermore, 

XGBoost’s parallelization capability ensures it trains faster compared to other gradient boosting methods. 

Comparisons with other algorithms have been explored in the literature. LightGBM, developed by 

Microsoft, offers faster training and lower memory us- age by using histogram-based algorithms and leaf-



Detection of DDoS Attacks Using XGBoost-Based Feature Selection and .. 

www.ijres.org                                                                                                                                               65 | Page 

wise tree growth [13]. It often achieves higher accuracy than level-wise growth used in many other 

algorithms, particularly when dealing with large datasets or high-dimensional data [14]. 

CatBoost, another gradient boosting algorithm, is designed to handle cate- gorical features 

efficiently and reduce overfitting [15]. It incorporates techniques to address the prediction shift caused by 

target leakage, which is beneficial in IDS applications where data integrity is crucial. 

Random Forest, an ensemble method using bagging and feature randomness, constructs multiple 

decision trees and aggregates their results, offering robust- ness and ease of interpretation [16]. Although it 

may not achieve the same level of accuracy as boosted models, Random Forest is valuable for its 

robustness to overfitting and its performance on a wide range of datasets [17]. 

In the context of IDS, the choice between these algorithms depends on spe- cific dataset 

characteristics and computational constraints. For instance, Light- GBM might be preferred for very large 

datasets due to its speed and efficiency [14], while Random Forest may be suitable for problems where 

model inter- pretability is a priority. 

 

2.5 Feature Interpretation and Explainability 

Understanding model decisions is crucial in IDS to ensure trust and compliance. Techniques such 

as Shapley values provide insights into feature contributions to predictions [18]. Shapley values offer a 

unified approach to interpreting model outputs, helping analysts understand the importance of each feature 

in the detection process [19]. 

Moreover, tools like Pandas Profiling (now known as ydata-profiling) facili- tate exploratory data 

analysis by generating comprehensive reports on dataset features [20]. Such tools help in identifying data 

quality issues, understanding feature distributions, and uncovering patterns that may influence model 

perfor- mance. 

Quantile functions are also used in statistical analysis to understand the distribution of features, 

which is valuable in preprocessing and normalizing data for ML models [21]. By analyzing quantiles, 

researchers can detect outliers and better prepare data for training robust IDS models. 

 

2.6 Summary 

The integration of advanced machine learning techniques in IDS has shown sig- nificant promise 

in enhancing detection capabilities. The CICIDS2017 dataset serves as a robust benchmark for evaluating 

these methods. XGBoost, among other algorithms, has demonstrated high accuracy and efficiency in 

handling the complexities of intrusion detection. However, the choice of algorithm should be tailored to 

the specific characteristics of the dataset and the requirements of the deployment environment. Feature 

engineering and model interpretability remain critical components in developing effective IDS solutions.  

 

III. Methodology 

 

3.1 Dataset Description 

The Canadian Institute for Cybersecurity’s Intrusion Detection System 2017 (CICIDS2017) 

dataset is utilized in this research as the primary source of network traffic data for intrusion detection 

analysis. This dataset is renowned for its comprehensive and realistic representation of modern network 

traffic pat- terns, including both benign activities and a variety of malicious attacks [1]. 

The CICIDS2017 dataset was created with the goal of resembling true real- world data, incorporating 

Packet Capture (PCAP) files that capture network traffic over a period of five consecutive days. The 

data collection commenced at 9 a.m. on Monday, July 3, 2017, and concluded at 5 p.m. on 

Friday, July 7, 2017, covering both normal and attack traffic periods. 

Key features of the dataset include: 

• Benign Traffic: The dataset includes naturalistic benign background traffic. To generate 

realistic background traffic, the B-Profile system pro- posed by Sharafaldin et al. [1] was employed. 

This system profiles the abstract behavior of human interactions, simulating the activity of 25 users 

based on protocols such as HTTP, HTTPS, FTP, SSH, and email. 

• Attack Representations: The dataset encompasses the most up-to-date common attacks, executed 

during specific periods to emulate real-world scenarios. The attacks included are: 

– Brute Force FTP: Unauthorized access attempts targeting FTP services. 

– Brute Force SSH: Repeated login attempts to breach SSH security. 

– DoS (Denial of Service): Attacks aiming to render network re- sources unavailable to 

legitimate users. 

– Heartbleed: Exploitation of the Heartbleed vulnerability in OpenSSL. 

– Web Attacks: Including SQL injection, cross-site scripting, and other web-based attacks. 
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– Infiltration: Unauthorized access and compromise of network sys- tems. 

– Botnet: Activities related to botnet communication and coordina- tion. 

– DDoS (Distributed Denial of Service): Coordinated attacks from multiple sources to 

overwhelm network resources. 

• Data Format: The dataset includes labeled flow-based features extracted using CICFlowMeter, providing 

detailed information such as timestamps, source and destination IP addresses, ports, protocols, and 

attack labels. The data is stored in CSV files, facilitating ease of use for machine learning applications. 

 

The inclusion of both benign and malicious activities, along with comprehen- sive feature representation, 

makes the CICIDS2017 dataset suitable for develop- ing and evaluating intrusion detection models under 

realistic network conditions. 
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Figure 3: Boxplots of Features for Outlier Analysis 

 

3.7.4 Conclusion 

Our statistical analysis identified a significant number of outliers, about 25% of the data. To address 

these outliers, efficient data scaling techniques will be preferred over traditional methods like 

winsorization, in order to minimize potential information loss. 

While other outlier detection methods like Isolation Forest and Local Outlier Factor exist, their high 

computational costs make them impractical for the large size of the current dataset.  
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