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Abstract  
Brain tumor is the most important reason of fatality in today’s world. So, proposing a system to detect tumors in 

early stage can help patients. The importance of MRI image segmentation is due to represent exact place of 

White Matter, Grey Matter, and Cerebrospinal Fluid which provide an efficient way to detect brain disturbance 

such as Dementia, Schizophrenia, Schizophrenia, Alzheimer, and etc. In this article, a new MRI image 

segmentation method proposed for tumor detection. The proposed algorithm consists of four stages. At first pre-

processing to equalizing input image specially noise reduction. Then two features such as edges and edema 

extract in image segmentation with morphology techniques. Then cellular neural network apply to detect exact 

area of tumor and at last, Firefly Algorithm apply to extract tumor area and detection. BraTS dataset used as 

input data. Obtained results show that proposed method which named brain tumor detection with cellular 

neural network and firefly algorithm (BTD-CFA) have better performance in comparison to other techniques 

based on accuracy evaluation criteria which proposed method obtained 96.30% accuracy and sensitivity is 

90.51 %.  
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I. Introduction 

Brain tumor recognition and detection is critical in health care systems. Identifying type of tumor in 

early stages can help the patients to live more and cure. Brain have different tissue which tumor created by 

growing and aggregation of more cells in brain area. The most common brain tumors are Glioma, Meningioma, 

Schwannoma. Primary CNS Lymphoma, Medulloblastoma, and Hipofiza Adenom [1]. 

Tumor is not the synonym of cancer, because tumor might be benign or malignant, but cancer define as 

malignant. One of the difference between benign and malignant tumors are that benign tumor do not grow fast, 

but malignant tumors can attack to brain tissues and grow so fast. Some of the brain tumors symptoms are 

headache, seizure, Mood changes and movement disorders. Generally, there are three methods for cure tumor 

such as surgery, radiotherapy, and chemotherapy which all of these methods have their own complications.  

MRI images use widely due to have good spatial resolution and contrast. Brain image segmentation 

enhance the representation of White Matter, Grey Matter, and Cerebrospinal Fluid and many other diseases. In 

this article, a new method for segmentation and detection of brain tumors proposed by using MRI images. This 

approach is combination of cellular neural network for training to detect exact area of tumor and Firefly 

Algorithm for optimizing segmentation and make optimized class for tumor area extraction. Edema considered 

as the main features and detects simultaneously which is important for diagnosis, planning, and treatment.  

 

II. Literature Review 

In study [2], applied K-Means and FCM clustering algorithms for brain tumor image segmentation 

proposed. Another method used hybrid clustering method for brain tumor image segmentation which used mean 

filter as noised reduction and then K-Means and FCM named KIFCM applied for clustering and segmentation 

[3]. In another method, combination of two algorithms EP and FCM proposed for detecting brain tumor in 

image which named by EPFCM and used GVF algorithm [4]. Another research used FCM and anisotropic 

diffusion based on segmentation for brain tumor detection [5]. In anisotropic diffusion part, smoothing operation 

was based on Support Vector Machine (SVM). Tumor extraction will be done after classification based on FCM 

method.  
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In another study [6], used wavelet transform and Gabor filter for detecting brain tumor in MRI images and in 

contrast of that, statistical features method used such as LSVM, Hybrid SVM-RBF neural network, KNN, 

Euclidian K-Means, Blocking K-Means, and sparse representation. Result showed that statistical feature 

methods with hybrid SVM-RBF had the best performance by using BraTS dataset. 

In another researches, neural networks used as training parts as hybrid methods [7]. In this research used SOM 

neural network and Gradient Entropy Clustering for MRI image segmentation. Unsupervised method proposed 

for MRI image segmentation based on SOM neural network and Genetic Algorithm which used IBSR dataset. In 

reference [8], proposed SOM and K-Means as unsupervised learning with clustering approach in MRI images. 

Another study [9], proposed classification analysis for brain tumor recognition and detection by using ANFIS. 

In this research [10], proposed hybrid ANFIS-DCT for extracting features of brain tumor for MRI images. 

GLCM used for feature extraction part. The results of these features optimized by Genetic Algorithm and then 

trained and tested by fuzzy rules and membership functions based on ANFIS for image segmentation [11].  

Other methods used evolutionary algorithms and hybrid methods. In reference [12], proposed DCT method for 

image enhancement and Genetic Algorithm for segmentation for brain tumor detection. In study [13], proposed 

a new method for optimizing MRI image segmentation by using ACO algorithm and finally Genetic Algorithm 

by using weighted mean filter for noise reduction proposed. In another optimized approach, LVQ neural 

network used for clustering and hierarchical Genetic Algorithm used for recognized clusters performance and 

tumor detection [14]. In another method, MRI image clustering proposed based on region which Genetic 

Algorithm applied to extract features [15]. Another method used previous approach which had better efficiency 

by using Genetic Algorithm for dimension reduction and selecting features [16]. 

In reference [17], used hierarchical clustering methods for brain tumor segmentation and detection 

which used Watershed algorithm, KNN, KFA, and Minimal Spanning Tree. Result represented that Minimal 

Spanning Tree had the better performance in comparison to others. Statistical analysis methods used in brain 

tumor image segmentation and detection, too. In another study [18], proposed a new algorithm named ITGO 

which was combination of classification method such as SVM and statistical analysis method such as Friedman 

Test and Wilcoxon-Rank Test. The advantages of this method were high speed of convergence and optimized 

two methods mean PSO and BCOA. Another method which proposed in reference [19], used fusion MRI image 

segmentation for brain tumor detection. A new method proposed named Potential Field Segmentation (PFS) and 

use of ensemble approaches that combine the results generated by PFS and other methods to achieve a fused 

segmentation. In study [20], proposed fusion based Glioma brain tumor detection and segmentation using 

ANFIS classification. The aim of this research was to classify the brain image into normal and Glioma brain 

image. Then, the tumor regions in Glioma brain image was segmented using morphological functions. 

A new method proposed in reference [21], which used a distinctive approach in brain tumor detection 

and classification using MRI images. Support Vector Machine (SVM) classifier applied with different cross-

validations on the features set to compare the precision of proposed framework. The proposed method validated 

on three benchmark datasets such as Harvard, RIDER and Local. In this research [22], used Rough-Fuzzy C-

Means and Shape Based Properties for MRI brain tumor segmentation and analysis. Fuzzy boundary and crisp 

lower approximation in RFCM played an effective contribution in brain tumor segmentation on MR images. 

Experimental results represented that the proposed method had achieved better performance based on statistical 

volume metrics than previous state-of-the-art algorithms with respect to ground truth or manual segmentation. In 

references [23] and [24], the XCSR and XCSLA classification system for diagnosing some of the diseases are 

that it can also be used to diagnose breast cancer. In [25] discusses machine learning methods (ML) and their 

application for mental health. A scoping process has been used to discover ML context in mental health. This 

study identifies the applicable areas of diagnosis and stress prediction as a factor in mental health disorders. 

In another study [26], proposed MRI brain tumor segmentation based on texture features and kernel 

sparse coding. Based on the kernel dictionary learning method, two adaptive dictionaries were constructed, one 

for healthy tissues and another for pathological tissues. This could be achieved by coding the voxels using a 

kernel-clustering algorithm based on dictionary learning, followed by classifying the target pixels using a linear 

discrimination algorithm. As a result, the flood-fill operation was used to improve the quality of the 

segmentation. In article [27], proposed Glioma detection on brain MRIs using texture and morphological 

features with ensemble learning. Some method used in this approach such as different segmentation schemes for 

different pulse sequences, fusion of texture features, and ensemble classifier to perform three levels of 

classification. Using sparse non-uniform graphs based on uncertainty, another method that represents [28], 

proposed concurrent tumor segmentation and registration. A unified pairwise discrete Markov Random Field 

model superimposed on a sparse grid was used to model both segmentation and registration problems. Based on 

pattern classification techniques, segmentation techniques were used for segmentation, while registration 

techniques were designed to maximize similarity between volumes and to be modular with respect to the 

matching criteria. BraTS used as input dataset and result represented maintained performance and strongly 

reduced complexity of the model. In reference [29] the literature on breast cancer detection and classification 
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based on ML algorithms was reviewed. The detection of breast cancer on mammographic images is carried out 

in three stages: (1) image preprocessing, (2) feature extraction, and (3) classification and evaluation. A total of 

93 works were reviewed, reporting that deep learning techniques account for the majority of the effective 

methods that are used for cancer detection. This study [30], states that mental stress affects heart rate, hear rate 

variability, blood pressure, and skin conductance. 

In reference [31], proposed a brain tumor segmentation framework based on outlier detection. This 

article described a framework for automatic brain tumor segmentation from MR images which detected edema 

simultaneously with tumor segmentation. The method proposed in this research did not require contrast 

enhanced image channels. In order to segment abnormal brain regions, a registered brain atlas is used as a model 

for healthy brains. In order to determine the intensity properties of the different tissue types, robust estimates 

were made of the location and dispersion of the normal brain tissue intensity clusters. In the second stage, T2 

image intensities were used to determine whether edema was present along with tumors. As a final step, 

geometric and spatial constraints were applied to the regions detected to have tumors and edema. In reference 

[32] A hybrid of the firefly algorithm and artificial intelligence (AI) was employed to detect breast cancer. In 

another study [33] AI and image processing techniques were employed to detect breast cancer. Furthermore, a 

new breast cancer detection methodology was introduced using ML algorithms. 

 

III. Proposed method and simulation 

The proposed method shown in in Figure 1., which presented proposed method steps.  

 
Figure 1:   Proposed method main steps such as a) pre-processing for noise reduction, b) segmentation 

with morphological operators, c) feature extraction with Firefly Algorithm, d) training and testing data 

with cellular neural network 

 

In pre-processing, simple operation done such as converting image to gray-scale and binary mode, 

contrast optimization, noise reduction and image filtering. Thresholding apply for image edge detection with the 

aim of better segmentation results to show brain tumor. Canny operator apply to detect edges.  

Input images should be segmented due to tumor detection. Pixel labeling in medical images named 

segmentation which divide image to separate parts. Image segmentation done in two levels. First, feature 

extraction of image and second is feature classification with an algorithm for obtaining sufficient information on 

that region. Each region has uniform brightness level. This paper, use image morphology techniques such as 

erosion and dilation proposed in [34], due to segmentation. Two features such edges and edema should be 

extract well. After segmentation, some features extracted specially edges and edema. Then it should train in 

cellular neural network to learn about features to detect exact area of tumors. Training started in segmented 

image dataset and it has some advantages such as presenting exact area of tumors and generalized medical 

system which can find exact area of tumors from other images, because the network, trained and tested more 

and more. Other features such as texture, light intensity and shape considered in training part, too.  

Proposed cellular neural network consist of 9 layers which after the input layer, there are four pairs of 

layers. The units within each layer are arranged in a number of square arrays. Each unit in every arrays received 

pixels from small group of previous units. Similarly, it sends pixels to only a few units in the next layer. The 

input units are arranged in a single 19 × 19 square array. The first layer above the input layer has 12 arrays, 

each consisting of 19 × 19 units. In general, the size of the arrays decreases as we progress from the input layer 

to the output layer of the network. Each output array is single unit which can see the total of arrays in 6 × 32 

and it’s because of total data array is 6 × 256. Output pixel of one unit in the cells of pair’s cells is the function 

of received transition pixels from previous layer units and received inhibitor pixels of those units. This 

mechanism described as middle unit named v. The first layer in each pair consists of S cells fits to transmitted 

pixel Euclidian Weighted Norm from input units. Submitted pixel from inhibitor pixel of v is as equation (1).  

v = √∑ ∑ tici
2                                                                        (1)                                                           

In equation (1), ti is the fixed point of C unit to v and v is the output of V. Input layer consider as the surface of 

C0. So, one unit of S, form the scalable input as equation (2).  

x =
1+e

1+vw0
− 1                                                                  (2)                                                            
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In equation (2), w0  is the adjustable weight of V unit to S unit and e = ∑ eiwii  is the transitional input of 

network from C and vw0 units of V unit. Output pixel will be calculate from equation (3). 

s = {
x     x ≥ 0
0     x < 0

                                                               (3)                                                             

Inhibitor pixel use ART neural network in references [35] and [36], method for normalization of S answered 

units. The output of one unit in C layer is the function from input network which received from all units and all S 

arrays. Network input is as equation (4). 

Cin = ∑ siui                                                          i (4)                                                              

    In equation (4), si is the output from S unit and ui is the fixed weight from S unit to C unit. Output pixel of 

segmented part should be as equation (5). 

{
Cin

a+Cin
     if Cin > 0

0              otherwise
                                                    (5)                                                  

 

In equation (5), a is depending to layers levels, then training process begin based on image pixel. 

Training process in cellular neural network is layer by layer. Weights of C unit can be changed to S unit and V 

unit to S unit, but weights of C units to V units are fixed. Weights of layer array of S to corresponding array in C 

layer are fixed which this weights is stronger for nearest units. Fixed weights from V units to inhibitor units 

reduce monotonic as a function of distance. Imported weighted to layer units of S  trained consecutively. 

Weights of input units to s1 units train and then fixed. After that, input units to s2 train and fixed. Training 

process continue level by levels in a similar manner to reach to output layer to complete segmentation operation. 

Figure 2. Represent the structure of used cellular neural network. 

 

 
Figure 2:   cellular neural network used structure. It consists of input layer, contract extraction, edge 

extraction and recognition layer. 

 

    Segmentation results by morphological operators and training in cellular neural network represented in Figure 

3. from BraTS dataset.  
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Figure 3:  Segmentation results by morphological operators and training with cellular neural network. 

From left to right: raw input image, binary conversion and then dilation and erosion from morphological 

operators. 

 

As it can be seen in Figure 3. MRI tumor segmentation done as well with morphological operators, but 

by using another extraction method, the results can be more accurate. After segmentation by morphological 

operators and training segmented parts with cellular neural network which represent exact area of tumors, 

Firefly Algorithm will be used for optimizing segmentation and optimized class selection for correct detection 

of tumor area in image and extract true parts of tumors. Firefly Algorithm use texture of image pixel for 

appropriate features selection. In fact, the output of cellular neural network is the input of Firefly Algorithm. In 

Figure 4., Firefly Algorithm steps shown for optimizing image segmentation.  

 

 
Figure 4:   Firefly Algorithm steps for image segmentation optimization. Creating initial population of 

fireflies, defining parameters of attraction, absorption, selection and then creating new population and 

then determine fitness function. After some many iteration, satisfaction criteria check and if it satisfied, 

ending or go to previous steps. 



Brain Tumor Detection from MRI Images based on Cellular Neural Network and Firefly Algorithm 

www.ijres.org                                                                                                                                            614 | Page  

3.1  Firefly Algorithm for Selecting Proper Features 

The firefly algorithm apply to find precise area detection than cellular neural network and extract 

tumors area. A variation in light intensity or brightness and a formulation of attractiveness play an important 

role in the development of this algorithm. For simplicity, the assumption is always based on the fact that the 

attractiveness of the firefly is determined by its brightness, which in turn is associated with the coding target 

function. In order to maximize the effectiveness of the optimization process, the brightness with the variable 𝐼 

for fireflies is selected in the special position 𝑥  as 𝐼(𝑥)∞𝑓(𝑥). Other luminous worms have recognized β's 

attractiveness. Therefore, there will be a difference between the distance 𝑟𝑖𝑗  between the fireflies 𝑖 and 𝑗. A note 

should be made regarding the fact that light intensity decreases with distance from its source. As a simple 

example, the intensity of light 𝐼(𝑟) differs according to the inverse square law and is defined as equation (6). 

𝐼(𝑟) =  
𝐼𝑠 

𝑟2                                                                               (6)                                                                   

    Where 𝐼𝑠  are intense in the source. For a given medium, γ represents a constant light absorption coefficient. 

There is a difference between the intensity of the brightness 𝐼 and the brightness 𝑟, which can be calculated 

using equation (7). 

𝐼 =  𝐼0𝑒−𝛾𝑟                                                                                (7)                                                                

    Based on equation (5), 𝐼0 is the intensity of the main brightness. In order to avoid the singularity mode at 𝑟 =
0 in equation𝐼𝑆/𝑟2, the effect of the inverse square law approximation and Gaussin absorption is defined in 

equation (8). 

𝐼(𝑟) =  𝐼0𝑒−𝛾𝑟2
                                                                        (8)                                                          

    The firefly attractiveness is proportional to the light intensity observed by the fireflies. One can define the 

attraction 𝛽 of fireflies by equation (9). 

β =  𝛽0𝑒−𝛾𝑟2
                                                                              (9)                                                             

      In equation (7), 𝛽0 is attractiveness in 𝑟 = 0. The equation 1/(1 + 𝑟2) is faster than the power function in 

terms of computation, which is generally defined in the form of equation (10). 

𝛽 =  
𝛽0

1+𝛾𝑟2                                            (10) 

    The charming function β (r) can be as a uniformly reducible function such as equation (11) and the distance 

between the fireflies i and j in 𝑥𝑖  and 𝑥𝑗 is a Cartesian distance such as equation (12). 

𝛽(𝑟) =  𝛽0𝑒−𝛾𝑟𝑚
 , (𝑚 ≥ 1)                          (11) 

𝑟𝑖𝑗 = ||𝑥𝑖 − 𝑥𝑗|| = √∑ (𝑥𝑖,𝑘 − 𝑥𝑗,𝑘)2𝑑
𝑘=1          (12) 

    In the equation (12), 𝑥𝑖,𝑘  is the 𝑘’th spatial coordinate component 𝑥𝑖 and the 𝑖 -th firefly. In a two-dimensional 

mode, this is expressed in the form of equation (13), which is in fact similar to Euclidean distance. 

𝑟𝑖𝑗 = √(𝑥𝑖 − 𝑥𝑗)
2

+ (𝑦𝑖 − 𝑦𝑗)2                       (13) 

    The motion of the fireflies are a kind of attractiveness for the firefly 𝑗, which is expressed by equation (14) 

and can be observed with repeating signals, which are characterized as tumor classification and precise area 

detection in the input signals. 

𝑥𝑖 = 𝑥𝑖 + 𝛽0𝑒−𝛾𝑟𝑖𝑗
2

(𝑥𝑗 − 𝑥𝑖) +  𝛼 ∈𝑖                (14) 

The second part of equation (14) is due to the attraction of the firefly. The value of 𝛼 is a random 

parameter, and 𝜖𝑖  is the vector of random numbers drawn from the Gaussian distribution or uniform distribution. 

Each worm's amount of light is determined by the amount of fitness at its location at each recurrence. Light is 

added in accordance with the amount of fitness in each iteration. Equation (15) describes the correlation 

between the light firefly correction and each use.  

𝜑𝑖(𝑡) = (1 − 𝑝)𝜑𝑖(𝑡 − 1) + 𝛾𝑗(𝑥𝑖(𝑡))          (15) 

    In the equation (15), 𝑗(𝑥𝑖(𝑡)) is the new value of the light-emitting of the firefly at reuse time and (1 −
𝑝)𝜑𝑖(𝑡 − 1) is the fitness location of the worm 𝑖 in the repetition 𝑡 of the algorithm in which 𝑝 And 𝜑 are fixed 

numbers for modeling the gradual drop and its effect on light. Equation (16) are used to detect the position of 

other worms in the vicinity or to precise area detection. 

𝑝𝑖𝑗(𝑡) =  
𝜑𝑗(𝑡)−𝜑𝑖(𝑡)

∑ 𝜑𝑘(𝑡)−𝜑𝑖(𝑡)𝑘∈𝑁𝑖(𝑡)
                                                 (16)                               

    In equation (16), 𝑁𝑖(𝑡) is the set of fireflies from firefly neighboring at time 𝑡. There is a gap between the 

firefly 𝑖 and 𝑗 at time 𝑡 which fundamentally use Euclidean distance as 𝑑𝑖𝑗(𝑡). There is a probability p that can 

be used to estimate the discretionary time shift of the firefly in equation (17). 

𝑥𝑖(𝑡 + 1) =  𝑥𝑖(𝑡) + 𝑠 (
𝑥𝑗(𝑡)−𝑥𝑖(𝑡)

||𝑥𝑗(𝑡)− 𝑥𝑖(𝑡)||
)          (17) 
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    In the equation (15), the operator ||…|| shows the Euclidean soft function and 𝑠 is the step of motion. 𝑥𝑡(𝑡)is 

the m-dimensional vector of the firefly location in the time unit 𝑡. The need to update neighbor ranges is also 

felt when updating data neighbors with duplicate phrases. In the case of any firefly, a neighbor is assigned to it, 

whose radial range 𝑟𝑑
𝑖  is naturally dynamic. According to equation (18), neighboring update operations are 

obtained. 

𝑟𝑑 
𝑖 (𝑡 + 1) = 𝑚𝑖𝑛{𝑟𝑠, 𝑚𝑎𝑥{0, 𝑟𝑑

𝑖 (𝑡) + 𝛽(𝑛𝑡 − |𝑁𝑖(𝑡)|}} (18)     In equation (18), 𝛽 is a constant parameter and 𝑛𝑡  is a 

parameter to control the number of neighborhoods or to identify the exact areas with classification and precise 

area detection. The value of Firefly Algorithm Operator defined as Table 1. 

 

Table 1: Value of Firefly Algorithm operators 
Firefly Algorithm Operators Defined Value 

Population 128 

Attraction 0.4 

Absorption  0.2 

Iteration Number 100 

IV. Results 

After obtaining results from segmentation by morphological operators and training segmented parts with cellular 

neural network, Firefly algorithm use image texture for appropriate features selection and optimize 

segmentation and even can detect tumor area precisely than cellular neural network. Even it can be extract the 

tumor area. Figure 5., shown the obtaining results of proposed method. 

 

 
Figure 5: Proposed method output to detect brain tumor. From left to right: 1) raw input image, 2) 

binary conversion, 3) dilation and erosion of morphological operators, 4) tumor area detection, and 5) 

tumor area extraction. 

 

As it can be seen in Fig. 5, in four part, tumor area detect and extracted correctly. This proposed method show 

the high performance which will compare to other methods.  

4-1    Evaluation methods and comparison 

Due to evaluating obtaining results, some methods used such as Accuracy, Sensitivity, Specificity, MSE, SNR, 

and PSNR. Equation (19) shown the accuracy formula which defined as percentage. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 100 ×
𝑇𝑃+𝑇𝑁

𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃
                             (19)                       

 

  In equation (19), TP is True Positive which determined there is tumor in results of segmentation there is 

tumor. TN is True Negative which determined there is no tumor in results of segmentation. FP is False Positive 

which determined there is no tumor in results of segmentation, and FN is False Negative which determined there 

is no segmentation process correctly. Sensitivity calculated as equation (20) and equation (21) shown the 

specificity. Also equation (22) represent the SNR formula.  
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𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                      (20) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                      (21) 

𝑆𝑁𝑅 =
𝑃𝑠𝑖𝑔𝑛𝑎𝑙

𝑃𝑛𝑜𝑖𝑠𝑒
                             (22)    

 

  The value less than 12 dB show the serious problem of noise in segmentation. The value more than 20 

dB is satisfying and higher than 30 dB is so suitable. Actually, how more is this index is better and show more 

useful signal in pixels. The most signals defined as dB because they have dynamic range which calculated as 

equation (23) for power signal and equation (24) for noise signal in terms of dB. 

𝑃𝑠𝑖𝑔𝑛𝑎𝑙,𝑑𝐵 = 10𝑙𝑜𝑔10(𝑃𝑠𝑖𝑔𝑛𝑎𝑙)                  (23) 

𝑃𝑛𝑜𝑖𝑠𝑒,𝑑𝐵 = 10𝑙𝑜𝑔10(𝑃𝑛𝑜𝑖𝑠𝑒)                   (24) 

    MSE used as evaluation of dataset after segmentation which needs training data for parameter recognition that 

defined as equation (25). 

{(𝑢𝑖; 𝑦𝑖), 𝑖 = 1, … , 𝑚}                        (25) 

    Another criteria for evaluation is PSNR which calculated as equation (262) In terms of dB.  

𝑃𝑆𝑁𝑅 = 10. 𝑙𝑜𝑔10(
𝑀𝐴𝑋𝐼

2

𝑀𝑆𝐸
)                       (26) 

 

In equation (26), MAXI
2 is the great possible of signal. Table 2. represents the obtained results of each evaluation 

method by processing in BraTS dataset for tumor area detection with cellular neural network and Table 3., 

represent more accuracy to detect and extract tumor area. Actually, Firefly Algorithm optimized cellular neural 

network, too.  

Table 2: Obtained results of evaluation for cellular neural network 
Accuracy 91.24 % 

Sensitivity 50.81 % 

Specificity 51.84 % 

MSE 0.39 

SNR 27.72 dB 

PSNR 20.82 dB 

Average of Runtime 3.60 sec 

 

Table 3: Obtained results of evaluation for Firefly Algorithm 
Accuracy 96.30 % 

Sensitivity 90.51 % 

Specificity 90.00 % 

MSE 0.10 

SNR 30.17 dB 

PSNR 25.89 dB 

Average of Runtime 2.63 sec 

    

 By comparing Table 2. and 3., it is obvious that Firefly Algorithm optimized cellular neural network results, 

too. Table 4. show the comparison of proposed method with others which used BraTS dataset in accuracy and 

sensitivity.  

Table 4: Methods comparison 
Methods Accuracy Sensitivity 

Linear SVM 82.20 % 48.21 

SVM-RBF 90.09 % 48.85 

KNN-SVM 83.10 % 47.18 

Proposed Method (BTD-CFA) 91.2452 % 50.5184 

      

It can be seen that proposed method has the better accuracy and sensitivity in comparison to other methods such 

as Linear SVM, SVM-RBF, and KNN-SVM.  

V. Conclusion 

     One of the concerns of image processing in medical field is recognition and detection of brain tumors 

in early stages. In this article, a new model for detect and extract tumor area from MRI images proposed. At 

first, some pre-processing method applied due to enhancing input image which selected from BraTS dataset. 

Then, segmentation of MRI images applied by morphological operators which represented image edges and 

edema as two main features beside texture, light intensity and shape. Then cellular neural network 

training started to learn features from segmented part which could detect exact area of tumors. 
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Because there was much more search spaces to increase accuracy and finding exact area and extract 

tumor area, Firefly Algorithm applied for optimizing segmentation with more precision. Obtained results 

represented that the accuracy of proposed method had the most performance in comparison to others. It proved 

by using some evaluation methods such as accuracy, sensitivity, specificity, MSE, SNR, and PSNR. The method 

named BTD-CFA obtained 96.30 % accuracy.  
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