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Abstract 

Conditions affecting the heart are often referred to as "heart disease." According to the latest data from the 

World Health Organization, cardiovascular illnesses remain the leading cause of mortality globally, accounting 

for 17.9 million fatalities per year. 

Heart Disease is the most dangerous life-threatening chronic disease globally. 

It's common knowledge these days that artificial intelligence and machine learning are having a profound 

impact on the healthcare sector. Predicting Cardiovascular Diseases using Machine Learning Algorithms. 

Obtaining a patient's medical history is easy because to the abundance of freely available online resources. 

The work's goal is to use Machine Learning techniques like KNN, Random Forest, Logistic Regression, etc., to 

forecast whether or not a certain patient would develop heart disease. 

We will first collect, prepare and clean the dataset which is the first step for any data science project. We would 

using Python libraries like Numpy and Panda for Data preparation and cleaning. 

We will also visualize our dataset through various data visualization plots . Data visualization would be 

achieved with the help of Pyplot and Sklearn. 

After training and successfully running our ML models we would calculate the efficiencies of all the ML 

algorithms used. Finally we will compare all the models using confusion matrix and classificationreport to get 

to know which ML algorithm is the best. Given a dataset, we will predict whether a given person is suffering 

from heart disease or not.The dataset will contain information like age, sex, chest pain, blood pressure, 

cholesterol level etc. 

Consequently, we have included cardiovascular disease and its lifestyle factors as well as machine learning 

methodologies in this research. We have predicted cardiovascular disease using these machine learning 

methods and analysed and compared the various machine learning algorithms that were utilised in the 

experiment to make this prediction. The purpose of this study is to investigate the feasibility of using machine 

learning to predict cardiac events. 
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I. Introduction 

[1] A heart attack occurs when the heart's blood flow is severely reduced or stopped altogether. A 

buildup of fatty deposits, cholesterol, and other substances in the heart's (coronary) arterial occlusion is caused 

by. Deposits of cholesterol and fatty substances are called plaques. The buildup of plaque in artery walls is 

medically known as atherosclerosis. 

Sometimes a plaque may rupture, causing a clot to form and so reducing blood flow. Reduced blood 

supply to the heart may cause damage or even death to the heart muscle. A heart attack is also known as a 



Prediction of Cardiovascular Disease Using Machine Learning and Data Science. 

www.ijres.org                                                                                                                                            593 | Page 

myocardial infarction. Heart attack symptoms can vary. Mild symptoms are present in some people. Others 

display serious symptoms. Some individuals show no symptom. 

 

[2] Common Typical signs of a heart attack include: 

 Chest pain, which may feel like stress, stiffness, physical discomfort, squeezing, or hurting; discomfort 

or pain that extends to the shoulder, forearm, rear, throat, jaws, teeth, and even the upper abdomen; Fatigue. 

 Symptoms of acid reflux or indigestion 

 Problems with dizziness or loss of consciousness that come on suddenly Nausea 

Pain that develops rapidly in the back, arms, or neck is an example of a symptom that is more unusual 

in females. Some people experience sudden cardiac arrest as the first sign of a heart attack. 

Sudden cardiac arrests are possible. But many individuals have symptoms and signs seconds, weeks, or 

even weeks beforehand. [3]Signs of angina include discomfort in the chest that lasts longer than a few minutes of 

rest and becomes more difficult to ignore. Angina is brought on by a brief decrease in the heart's blood flow. [4] 

Since the advent of the digital era, massive volumes of information have been gathered and stored. A plethora 

of information is being acquired since monitoring as well as other data collecting technologies are readily 

accessible and routinely employed in today's hospitals. Machine learning is commonly employed nowadays to 

evaluate this data and detect issues in the healthcare profession since it is very difficult, if not impossible, for 

humans to do so. [7] When applied to big data sets, reinforcement learning (ML) has shown to be an excellent 

decision-making and prediction tool. 

quantity amount of information the healthcare sector generates. We have also witnessed the use of ML methods 

in recent innovations across several IoT domains (IoT). 

Predicting cardiac disease using ML approaches is only somewhat explored in the existing literature. 

 

 
Figure 1. 

 

 
 

Figure 2. 

 

[2] The heart is the most important organ because it pumps blood throughout the body, the human heart is 

considered to be the most vital organ. In addition to the rib cage, the heart is shielded by double-layered tissue 

membranes. 

The heart is a four-chambered structure that filters oxygenated and unoxygenated blood. The human heart is 

roughly the size of a fist and contains all five kinds of blood vessels (arteries, veins, capillaries, arterioles, and 

venules). 
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DATA DESCRIPTION 

[3] Heart disease is caused not just by hereditary risk factors like high blood pressure and diabetes, but also 

by environmental ones like Thalach, Exang, Oldpeak, Slope, Ca, Thal, Nun. In addition to these, other key risk 

factors include dietary choices, lack of physical exercise, and excess body fat. 

Heart disease is exacerbated by diabetes for a number of other reasons. Heart disease is caused by a number of 

factors, including smoking, which increases the risk of developing heart problem, high vital sign, which causes 

the heart work harder to pump the blood and may strain the hearts and damage capillaries, and abnormal 

cholesterol levels. 

On one data set, we ran a computer simulation. Our dataset is a csv dataset named heart.csv. The dataset 

contains 1025 samples (rows) and 14 input features (columns). The features describe Health records of various 

patients. The output feature tells whether a person has a heart disease or not. 

A list of all features is given in Table . 

 
age In years, this is the patient's age. 

sex Individual's gendered status as a patient. A man is indicated by a 1, and a female by a 0. 

cp  

— Asymptomatic (Type 0) is the chest pain category with the lowest value. 

— The first value describes atypical angina, 

— whereas the second describes discomfort that is not related to the heart. 

— Third value: regular angina 

trestbps BP at rest (mm Hg on admission to the hospital.) 

chol Total cholesterol levels as measured in milligrammes per deciliter. 

fbs Individual's fasting blood sugar level (> 120 mg/dl, 1 = true; 0 = false). 

restecg — Using the criteria established by Estes, a resting electrocardiogram with a value of 0 indicates the 

presence of left ventricular hypertrophy, whereas a value of 1 indicates normality. 

— ST-T wave affliction (T wave rearrangements and/or ST spike or depress of > 0.05mV) is a value 2 

condition. 

thalach The fastest a person's heart can beat. 

exang Angina during exercise (1 for affirmative, 0 for no) 

oldpeak Reduced ST segment ('ST' refers to locations on the ECG plot) as compared to resting ST segment. 

slope The slope of the peak exercise ST segment — 0: downsloping; 1: flat; 2: upsloping It's downsloping if the value is 

0, flat if it's 1, and upsloping if it's 2. 

ca How many large ships there there (0–3). 

thal Thalassemia, a genetic blood condition Value 0: not used (already removed from dataset). One: a malfunction that 

has been repaired (no blood flow in some part of the heart) 
Standard blood flow (2nd value) 

(3) Reversible flaw (a blood flow is observed but it is not normal) 

target Coronary artery disease (may be 0 or 1) 

Table 1. Detail of Dataset 

 

Visualizing our Dataset 
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ML Algorithm used KNN: 

KNN Among machine learning algorithms, neighbour is among the simplest. This method relies on the 

popular Supervised Learning framework. The K-Nearest Neighbor (KNN) algorithm is an example-based 

learning method. If this is the case, it indicates the system will not retain any training information, data but it 

will memorize the training data. We also call it a lazy learner because it is very lazy to process the data or 

information. KNN is a non- parametric algorithm, it means that the KNN algorithm model does not make 

assumptions on underlying data KNN algorithm can be understood by calculating euclidean distancefor a given 

data query. 

We select those nearest neighbors who are minimal and close to the value of ‘K’. Therefore, it’s 

employed most often as a sorting algorithm, K-means relies on the observation that points with similar 

characteristics tend to be located close to one another. 

When solving classification issues, it is common practise to choose the label that is most often 

associated with a specific piece of data. Plurality voting is a more precise phrase for this situation, however 

"democratic decision" is more generally used in written works. By definition, "majority voting" requires more 

than half of voters in order to pass, and so is only applicable when only two options are on the table. You may 

give a strategically aligned with a score of larger than 25% once you have many classes, for example four 

classes, and you will not need 50percent of the majority to create a result of a pair of classes. 

 

Implementation of KNN algorithm on our heart disease dataset: 

1. We will import all the libraries. 

2. We will read the heart disease dataset. 

3. Then we will perform KNN by splitting to train and test the set. 

4. We will calculate for the best value of K. 

5. And then we will apply the KNN Algorithm. 

6. After all the above process we will test the accuracy. Acc- ording to the accuracy we will perform more 

hyperparameter tuning for improvement. 

 

Logistic Regression: 

Just like KNN algorithm Logistic regression is also based on supervised learning technique. This statistical 

model (sometimes called a logit model) is often used in the fields of categorization and analytic applications. 

With a given collection of independent variables, such as whether or not a person votes, the likelihood of a 

certain event, such as whether or not a person votes, may be estimated using logistic regression. The top result 

might be a probability, therefore the range of the variable is between 0 and 1. The following formula may be 

thought of as a symbol for the logistic function: 

 

Y = 1/1+e^(-x) 

 

The logistic function, sometimes referred to as the sigmoid function, just transforms the different variables into 

a probability expression that has a range of 0 to 1 with regard to the dependent variable. Regardless of the 

prediction, logistic regression converts it into a probability that ranges from 0 to 1. Logistic regression is a 

member of the machine learning supervised model family in the context of artificial intelligence. Additionally, 

it is thought of as a due to the different types, indicating that it makes an effort to discern across classes (or 

categories). 

It cannot, as the name indicates, build info, sort more or less an image, of a class that it's trying to forecast, 

unlike a generative method like naive Bayes[14] (e.g. a photo of 

the cat). How logistic regression works: 

The Logistic Regression algorithm works as follows – 

 

Logistic regressive maps the real values of the independent variable between the interval of 0 and 1. The cutoff 

point is on 

0.5. So, there will be the values which will be lying above 0.5 and there will be the values which will be lying 

below 0.5 cutoff. Therefore, logistic regression classifies the below cutoff values as class B which will indicate 

there is very low possibility of a certain occurrence and above cutoff values as class A which will indicate that 
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there is a high possibility of certain occurrence. 

 

Implement Linear Equation 

In order to calculate a response value, the logistic regression procedure employs a straight-line equation with 

explanatory or independent factors. We take the example of the amount of hours examined and the likelihood of 

passing the test, for instance. Here, the explanatory variable is the number of study hours, and it is represented 

by the symbol x1. 

The response or goal variable represents the chance of passing the test, and it is represented by the letter z. 

The following equation is the linear equation if we have one parameter (x1) and one predict-and (z). 

z = β0 + β1x1 

Here, the values with β0 and β1 are the parameters of the model. 

If there are different self telling variables, then the equation mentioned above could be expanded to z = β0 + β 1 

x 1+ β 2 x 2+ β n x n 

Here, the values with β 0, β 1, β 2, and β n are the limitations of proposed model. 

 

Sigmoid Function 

Next, a probability value between 0 and 1 is converted from the predicted response value, denoted by the symbol 

z. We use the sigmoid function to translate anticipated values into probability values. This sigmoid function 

then converts any real integer into a chance value ranging from zero and one. 

Machine learning transforms predictions into probabilities using the sigmoid function. The sigmoid function 

shows an S-shaped curve. It is also known as a sigmoid arc. 

 

The sigmoid function is a particular kind of logistic function. It may be obtained using the mathematical formula 

below. 

The graph below can be used to visually depict the sigmoid function: 

 

 
 

Figure 3. 

Decision Boundary 

The sigmoid function yields a probability value, which ranges from 0 to 1. A discrete class with the values "0" 

or "1" is then assigned to this probability value. We choose a threshold value in order to transform this 

statistical significance to a distinct class (pass/fail, yes/no, true/false). The Decision Boundary is the name given 

to this value as the threshold. Just below that threshold level, we will map data into class 0, and beyond this 

threshold level, we will apply values into class 1. 

With Mathematical solution , it can be expressed as follows:- p ≥ 0.5 => class = 1 

p < 0.5 => class = 0 

Basically, the decisive boundaries are set to be 0.5. So ,incase the chances of p value to be 0.8 (>0.5), we have to 

map those results to class 1. 
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Figure 4. 

 

Hence, if in this case, the chances of p value to be 0.2 (<0.5), we have to map those results to class 0. 

Random Forest: 

Using a Random Forest, a popular machine learning approach, that aggregates the outputs of various decision 

trees to produce a single result. Leo Breiman [12] and Adele Cutler[13] have registered the Random Forest 

trademark. 

Since it can deal with both classification and regression issues, its adaptability and simplicity have been a driving 

force in its popularity. 

 

To increase the dataset's predicted accuracy, a Random Forest uses using several decision trees on 

various slices of the supplied information and averaging the results of them. The more trees there are forest, the 

greater the precision and less over fitting there will be. 

One method for facilitating choice is the decision tree. A graph or a simulation of choices and their 

possible results, including the value of resources, the price of those resources, and the results of random events. 

It's one example of how to demonstrate an algorithm. Machine learning decision trees are widely used in the field 

of operations research, particularly in the field of decision analysis, to determine the best course of action for 

accomplishing a given goal. Training models for predicting the class or quantity of both the target variable may 

be generated using a Decision Tree by learning simple decision rules learned from past data (training data). 

 

 
Figure 5. 

 

Comparison of Algorithm used 

Classification report for KNN 
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Random Forest Classification Report 
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Classification report for Logistic Regression 
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Conclusion and Future Scope 

As we can see from the data above, Random forest, followed by Logistic Regression and KNN, is the 

most accurate Machine Learning method for predicting cardiovascular illness. As a result, we draw the 

conclusion that Random forest, out of the three algorithms, is the best at predicting heart disease in patients. 

Numerous algorithms, including Inference using support vector machine ( svm and the Naive Bayes 

method, are included in the machine learningfield. By employing techniques like feature engineering and 

modifying hyperparameters, these algorithms can be made better. 

As a result, we can conclude that in order to get even better results, the same problem should be tackled 

using different ML algorithms. 
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