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Abstract 
The Internet of Things (IoT) consists of many devices that are connected via the internet and can interact with 

each other. IoT applications change our work and lives by saving time and resources. IoT also offers unlimited 

benefits and provides easy access to the information you need. While it is the fastest growing technology, it 

introduces security concerns. The Internet of Things is vulnerable to various types of cyber attacks. Most of the 

current research work is based on network penetration detection. The recent development of machine learning 

techniques has played a key role in effectively detecting intruders. Intrusion Detection System is a system that 

monitors the network and detects suspicious activity. This article contributes to a comprehensive study of IDS 

using machine learning 
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I. Introduction 

Security breaches are increasing significantly in cyberspace, impacting cybersecurity. The number of 

network attacks is increasing every day. Researchers have been proposing methods to detect and prevent such 

security breaches for more than four decades. When designing network protocols, it is important to ensure 

network reliability. Traditional cybersecurity prevention tools such as antivirus software and firewalls are not 

enough to prevent or detect intruders. ]. Intrusion detection is a dynamic process to monitor network progress, 

analyze and intimidate many malicious events from unauthorized access [4]. This can be achieved by gathering 

information from various system and network sources and then analyzing information about potential security 

issues. To resolve this issue, the network must continuously monitor for problems with the delegated software. 

Intrusion Detection Systems (IDS) are an important part of computer security systems [33]. The job of an IDS is 
to detect malicious activity in a computer system and thereby enable a rapid response to attacks. Anderson [4] 

notes the following behavior identified by IDS in "Computer Security Threat Monitoring Systems". Exceptional 

use, unusual frequency of use, unusual amount of reference data, and unusual references to program or data. 

According to IDC CyberGuidelines for Security Expenditure 2019, global security spending could 

exceed US$100 billion in 2019 [13]. According to Kaspersky Security Lab, the number of denials of service has 

increased since 2013 [43], but attackers are already focusing on more advanced attacks [25]. 2 damn questions. 

On the other hand, more and more sophisticated attack techniques were discovered from time to time. As a 

result, traditional methods based on signatures and expert rules are no longer adequate [34]. IDS based on 

machine learning techniques have been developed to address security concerns [33]. These techniques benefit 

from recent developments in the machine learning research community and the wide range of data collected in 

cybersecurity research. The drawback of existing methods based on machine learning techniques is that they are 
trained on a single set of data, making new types of attacks more difficult. These techniques require large 

amounts of data that take time to collect. On the other hand, large machine learning algorithms in IDS have to 

be trained from scratch when new data arrives, which requires high computing power. Although researchers 

have designed a comprehensive machine learning system for IDS, there is still room for improvement. The main 

purpose of this article is to present a study of machine learning techniques and intrusion detection systems. 

Required concepts related to IDS are examined. First, the concept of IDS is presented, in the definition of which 

its types and meanings are discussed. Then review machine learning techniques. This document provides an 

overview of electronic machine learning techniques for IDS. 

 

II. Related Work 

This section provides information on three important topics necessary for understanding the following sections 

of the article: Intrusion Detection Systems, Literature Review 
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2.1 Intrusion Detection System 

As Internet use increases, so does the potential for cyber attacks. In many cases, these attacks are new and 

require intelligent systems to detect them. Intrusion detection is the process of monitoring and analyzing 
network or computer traffic for signs of attack 

penetration [2]. 

The main objectives of IDS can be summarized as follows: 

1) Host and network monitoring, 

2) analysis of computer network behavior, 

 3) generate signal, 

 4) Respond to suspicious behavior. 

  IDSs are divided into two main types: abuse-based IDS and anomaly-based IDS. Abuse-based detection is 

compared to existing attacks on current traffic, and alerts are triggered if there is a match. On the other hand, 

anomaly-based detection monitors the network for any deviation from normal behavior and reports it as an 

anomaly or abnormal. Anomaly-based detection is important to identify zero-based attacks [24]. 
problem ID: 

1. High False Alert Rate: When an alert is triggered by a non-threatening violation and a very serious violation 

is not detected. 

2. New attacks are difficult to detect, which has drawn attention to the use of modern machine learning 

techniques to detect intruders. 

 

III. Literature Review 

There are two main approaches to using machine learning for IDS: the controlled learning approach, in 

which the model tries to distinguish between normal traffic and malicious traffic, and the unsupervised learning 

approach, which is primarily based on the anomaly detection method that the model tries to distinguish between 

normal. traffic and other traffic. 

 

3.1. Approach to supervised learning 

Most of the ready-to-use controlled learning approaches were used in the IDS study [22]. In short, the 

main task of controlled classifiers is to predict normal or malicious attacks on network flows. To identify 

malicious flows, a set of data streams is first defined which must be trained first. 

 

Traditional approach to machine learning 

Traditional machine learning approaches such as SVM, logistic regression, or decision trees have been used in 

IDS for a long time. Authors in [28, 26, 3, 42] propose the use of solution trees for classification problems. A 

decision tree is a classification algorithm that aims to create a consistent if-else rule by minimizing the loss 

function when breaking up groups. The most commonly used loss function when constructing a decision tree is 

Gini [3]. While authors [28, 26, 3] construct decision trees only on a given data set, [42] combine decision tree 
techniques with genetic algorithms [30] to generate features to achieve better predictive efficiency. 

 

 
Fig. 1. A decision tree built by Kruegel et al. [26] 
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Another popular traditional classification algorithm that is widely used in IDS is the Support Vector 

Machine (SVM). The basic principle of SVM is to find an optimized hyperplane that can classify between two 

classes. In practice, the most difficult task when building an SVM model is finding a good kernel. In the early 
2000s, a combination of several techniques was proposed. Through the development of ensemble training 

techniques, random forest was chosen as the most widely used technique [36]. The idea of each forest is to build 

several decision trees and then combine the predictions of each tree. Random forest has been shown to 

outperform other classification techniques in well-defined datasets [16].The random forest algorithm is shown in 

Figure 2. 

 

 
Fig. 2. Random Forest Deep Learning Based Approaches 

 

In recent years, research on deep learning has yielded several important breakthroughs [16-18, 15]. Not 

surprisingly, researchers are harnessing the power of deep learning methods in IDS. However, redirection neural 

networks are mainly used in IDS. A multilayer neural network with redirection is shown in Figure 3. 

 

 
 

The authors in [19] propose to use multilayer neural networks in a detour rather than traditional 

methods such as logistic regression or SVM in IDS. The author [45] considers not only the function generated 

by the system log, but also the use of word insertion techniques to learn from system calls. Apart from simple 

multilayer neural networks with switching, several research studies have used more complex networks such as 

ConvNet or Recurrent Neural Networks [46]. 

 

3.2 Approaches to detect anomalies 

In contrast to surveillance-based approaches, the anomaly detection approach does not use a labeled 

data set but instead tries to investigate what is benign flow and detects abnormal tissue flow [14]. Therefore, the 

main assumption of the anomaly detection algorithm is that the benign flow represents most of the classes in the 
data. Anomaly detection algorithms can be divided into two subgroups: statistical-based algorithms and machine 
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learning-based algorithms. Statistical algorithms rely on statistical data attributes such as z-scores. Algorithms 

for detecting anomalies in machine learning rely on machine learning techniques to examine the normal data 

model and then determine whether a new instance belongs to the normal data class or not. Eskin et al. [20] 
defined an SVM class (OCSVM) based on the idea of SVM in classification, but instead of separating the two 

classes, the OCSVM algorithm tries to separate the data from its origin. Liu et al. [29] used the idea of an 

arbitrary forest to construct an isolated forest algorithm that determines the resulting deviation from the tree 

depth required to classify a single data point. It is difficult to classify normal points in a data set because they 

are very similar to other points, whereas classifying anomalous points is relatively easy. A large number of 

studies on deviation detection can be found in [1]. There are several studies to detect abnormalities, especially 

for IDS, such as [10] and [6]. In general, anomaly detection algorithms can have better generalization than 

controlled algorithms because they do not require labeled data and can be adapted to the dynamic nature of 

attacks. However, the main concern of the anomaly detection algorithm is the long run time, which makes it 

impractical for real-time systems [44]. 

 

IV. Machine learning and IDS 

The authors in [24] examined the performance of ten classification algorithms using the NSL-KDD 

dataset, using a different approach to feature selection than [12]. The feature selection approach is based on the 

implementation of attribute evaluators and filters. The author applies the algorithm Naive Bayes, Bayes-Net, 

Logistics, Random Tree, Random Forest, J48, Bagging, OneR, PART, ZERO. The most effective classification 

algorithm is random forest with an accuracy of 99.9% and a low percentage of false positives of 0.001. The 

second best classifier is Pocket with 99.8% accuracy and this performance is reported by the PART algorithm. 

Belavagi, M.C., & Muniyal, B.in [25] used the NSL-KDD dataset and applied a retention test approach 

without using a feature selection approach. The following four classification algorithms were tested: random 

forest, SVM, logistic regression, and mixed Gaussian model. Random Forest turned out to be the best algorithm 

with 99% accuracy. The second best classifier is logistic regression, with a reported accuracy of 84%. 

Farnaaz, N., and West Java, MA (2016). et al. [12] describes the problem of classifying offenders using 
the NSL-KDD data set. First, the dataset is pre-processed to fix the missing data problem and categorize the 

numeric attributes. The data sets were then grouped into four data sets and divided into training data and test 

data. The data is then sent to each forest classifier and the classification and accuracy and FPR are calculated. A 

feature selection approach using a symmetrical uncertainty measure is also applied. The author reports a slight 

performance improvement after implementing the feature selection. Reported results are compared with C4.5, 

but each forest better than C4.5 [12]. After selecting a function, the average reported accuracy is 99.67 and the 

percentage of false positives is 0.005. 

The authors in [26] experimented with artificial neural networks (ANN) and SVM representations on 

the NSL-KDD sample dataset. The sample represents 20% of the entire data set. Two methods were used to 

select features: based on correlation and based on the chi-square method. The first leads to a choice of 17 

functions and the second to 35 functions. After selecting a function, the data is sent to the ANN and SVM 
classifiers. The results with the selection of correlation-based functions and ANN showed the best performance 

with an accuracy of 94.0%. 

DoS, U2R and R2L.  

The CFSSubSet Eval and Best First feature selection algorithms were used in combination with four 

methods: uncontrolled, k-medium, and three controlled methods, SVM, Naive Bayes, and Random Forest. Three 

controlled methods outperform unsupervised techniques and are based on eight best traits. The best reported 

accuracy is Random Forest with 99.0% accuracy. 

KDD'99 was also used by the authors in [28], where the Ant Colony algorithm was first applied to 

select a suitable representative set from an original data set of 550 samples (note). The author then applies a new 

feature reduction method, called the phase reduction method (GFR), to reduce the dimensions of the feature 

space to 19 features. The reduced features are then combined with SVM for classification. The reported 

accuracy is 98.67% before the feature is selected and there is no significant increase in accuracy after the feature 
is selected and the result is 98.62%. 

The authors in [26] experimented with artificial neural network (ANN) and SVM representations on the 

sample NSL-KDD dataset. The sample represents 20% of the entire dataset. Two methods were used to select 

features: based on correlation and based on the chi-square method. The first leads to a choice of 17 features and 

the second leads to up to 35 features. After selecting a function, the data is sent to the ANN and SVM 

classifiers. The results with the selection of correlation-based functions and ANN showed the best performance 

with an accuracy of 94.0%. 

The KDD'99 data set was used by the authors in [27] with classes: normal, prob, 

DoS, U2R and R2L. The CFSSubSet Eval and Best First feature selection algorithms were used in 

combination with four methods: The CICIDS2017 data set used by the authors in [30, 31] applies a sample-
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based, power-reduction, and enhancement-based approach to creating IDS. Datasets have a big problem with 

dataset imbalances. In doing so, they pre-processed the data using the Synthetic Minority Oversampling 

Technique (SMOT) to handle a small number of cases across multiple classes. They then applied a reduction 
approach based on ensemble feature selection (EFS) and principal component analysis (PCA) to a reduced 

feature space of 25 features. The results are based on the Adaboost algorithm and evaluated according to the 

retention method. Results are reported with an accuracy of 81.83%. 

Recently [32] the authors discussed the problem of classifying attacks using random forests and ANN 

techniques based on the CICIDS2017 dataset. They implemented a package called Boruta for feature selection 

and it returns the top 10 features. The feature set is then presented to the classifier. They reported an average 

accuracy of 96% using ANN and 96.4% using any forest. 

Another dataset that attracted attention in this domain is the UNSW-NB15. In the work of [33], the 

authors targeted this data set with an approach that uses k-means clustering, CFS feature selection, and four 

different techniques SVM, RF, J48, and Zero. The proposed approach has been effective in improving the 

performance of the majority of classifiers. The best-reported accuracy is using J48 with an accuracy of 96.7% 
and using 10-fold cross-validation. 

The authors of [34] targeted also the network intrusion detection problem on the UNSW-NB15.  

 

V. Conclusion 

Cybercrime is on the upward push, manner to the latest surge in internet content. The use of intrusion 

detection systems (IDS) is the initial step in detecting and reporting such assaults. The detection of anomalies is 

reliant on detecting unique assaults, that is a difficult task. This has piqued the interest of students everywhere in 

the global who need to research more about this subject and, specifically, a way to use supervised gaining 

knowledge of algorithms for intrusion detection to move over IDS class, supervised getting to know techniques, 

and cyber protection attacks great in this check.Then, the use of four famous datasets: KDD'99, NSL-KDD, 

CICIDS2017, and UNSW-NB15, we summarized related  efforts in this difficulty. Supervised studying 

algorithms' classification performance is right and promising, in accordance toa observe of four records sets: 
Furthermore, characteristic selection is vital and, in masses of conditions, required for general overall 

performance development. Data imbalance can be a scenario, and sampling techniques can help remedy the 

problem. Finally, for unique overall performance, big intrusion detection records units necessitate a deep getting 

to know . 
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