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ABSTRACT: 
Deep learning has gained a tremendous influence on how the world is adapting to Artificial Intelligence since 

past few years. Some of the popular object detection algorithms are Region-based Convolutional Neural 

Networks (RCNN), Faster-RCNN, Single Shot Detector (SSD) and You Only Look Once (YOLO). Amongst 

these, Faster-RCNN and SSD have better accuracy, while YOLO performs better when speed is given preference 
over accuracy.  Deep learning combines SSD and Mobile Nets to perform efficient implementation of detection 

and tracking. This algorithm performs efficient object detection while not compromising on the performance. 

Recognition of objects is to describe a collection of a relayed computer vision tasks that involve activities like 

identifying objects in digital photographs. Image classification involves activities such as predicting the class of 

one object in an image.  
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I. INTRODUCTION 
Since AlexNet has stormed the research world in 2012 ImageNet on a large scale visual recognition challenge, 

for detection in-depth learning, far exceeding the most traditional methods of artificial vision used in literature. 

In artificial vision, the neural convolution networks are distinguished in the classification of images.  

 
Fig. 1.  Basic block diagram of detection and Tracking  

 

Fig. 1 shows the basic block diagram of detection and tracking. In this paper, an SSD and MobileNets 

based algorithms are implemented for detection and tracking in python environment. Object detection involves 
detecting region of interest of object from given class of image. Different methods are –Frame differencing, 

Optical flow, Background subtraction. This is a method of detecting and locating an object which is in motion 

with the help of a camera. Detection and tracking algorithms are described by extracting the features of image 

and video for security applications [3] [7] [8]. Features are extracted using CNN and deep learning [9].  

Classifiers are used for image classification and counting [6]. YOLO based algorithm with GMM model by 

using the concepts of deep learning will give good accuracy for feature extraction and classification [10]. 

Section II describes SSD and MobileNets algorithm, section III explains method of implementation, and section 

IV describes simulation results and analysis.  
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II.  OBJECT DETECTION AND TRACKING ALGORITHMS 

A.  Single Shot Detector (SSD) algorithm  

SSD is a popular object detection algorithm that was developed in Google Inc. [1]. It is based on the VGG-16 
architecture. Hence SSD is simple and easier to implement.  

 
Fig. 2. VGG-16 SSD Model.  

 

Fig. 2 shows VGG 16 SSD model. A set of default boxes is made to pass over several feature maps in a 

convolutional manner. If an object detected is one among the object classifiers during prediction, then a score is 

generated. The object shape is adjusted to match the localization box. For each box, shape offsets and 

confidence level are predicted. During training, default boxes are matched to the ground truth boxes. The fully 
connected layers are discarded by SSD architecture. The model loss is computed as a weighted sum of 

confidence loss and localization loss. Measure of the deviation of the predicted box from the ground truth box is 

localization loss.   

Confidence is a measure of in which manner confidence the system is that a predicted object is the actual object.  

Elimination of feature resampling and encapsulation of all computation in a single network by SSD 

makes it simple to train with MobileNets. Compared to YOLO, SSD is faster and a method it performs explicit 

region proposals and pooling (including Faster R-CNN).  

 

B.  MobileNets algorithm  

MobileNets uses depthwise separable convolutions that helps in building deep neural networks. The MobileNets 

model is more appropriate for portable and embedded vision based applications where there is absence of 
process control. The main objective of MobileNets is to optimize the latency while building small neural nets at 

the same time. It concentrates just on size without much focus on speed. MobileNets are constructed from 

depthwise separable convolutions. In the normal convolution, the input feature map is fragmented into multiple 

feature maps after the convolution [2].  

 
Fig. 3. Normal Convolution [2]  

 
Fig. 4. Depthwise Convolution Filters [2]  
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Fig. 5. 1×1 Convolutional Filters called Pointwise Convolution in the context of Depthwise Separable 

Convolution [2]. 

 

The number of parameters is reduced significantly by this model through the use of depthwise separable 

convolutions, when compared to that done by the network with normal convolutions having the same depth in 

the networks. The reduction of parameters results in the formation of light weight neural network as shown in 

fig 3 to 5.   

 

III.   METHODS OF IMPLEMENTATION  

A. Object detection  
Frame differencing  

Frames are captured from camera at regular intervals of time. Difference is estimated from the consecutive 

frames.     

Optical Flow  

This technique estimates and calculates the optical flow field with algorithm used for optical flow.  A local 

mean algorithm is used then to enhance it. To filter noise a self-adaptive algorithm takes place. It contains a 

wide adaptation to the number and size of the objects and helpful in avoiding time consuming and complicated 

preprocessing methods.  

Background Subtraction  

Background subtraction (BS) method is a rapid method of localizing objects in motion from a video captured by 

a stationary camera. This forms the primary step of a multi-stage vision system. This type of process separates 
out background from the foreground object in sequence in images.   

 

 
Fig.6. Detection of human from background subtraction  

 

Fig. 6 depicts Detection of human from background subtraction. Foreground or person is detected and separated 

from the background of the image for further preprocessing. The separation effect is shown step wise, after 

which localization of region of interest takes place.   
B. Object tracking  

It is done in video sequences like security cameras and CCTV surveillance feed; the objective is to track the 

path followed, speed of an object. The rate of real time detection can be increased by employing object tracking 

and running classification in few frames captured in a fixed interval of time. Object detection can run on a slow 

frame rates looking for objects to lock onto and once those objects are detected and locked, then object tracking, 

can run in faster frame speed.  
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Fig.7. Tracking of car   

 

Fig. 7 shows the tracking of car. Two ways in which the object can be tracked in the above example 

are: (1)-Tracking in a sequence of detection. In this method a CCTV video sequence of a traffic which is in 

motion takes place. Suppose someone wants to track a car or person’s movement here, he will take different 

images or frames at different interval of time. With the help of these images one can target the object like a car 

or person. Then, by checking how my object has moved in different frames of the video, I can track it. Velocity 

of the object can be calculated by verifying the object’s displacement with the help of different frames taken at 

different interval of time. This method is actually a flaw where one is not tracking but detecting the object at 

different intervals of time.   Improved method is “detection with dynamics”. In this method estimation of car’s 
trajectory or movement takes place. By checking it’s position at a particular time ‘t’ and estimating its position 

at another time interval let’s say ‘t+10’.From this actual image of car at ‘t+10’ time can be proposed with the 

help of estimation.    

 

IV.   SIMULATION RESULTS AND ANALYSIS  

Based on SSD algorithm, a python program was developed for the algorithm and implemented in OpenCV [5]. 

OpenCV is run in Ubuntu IDE. Total 21 objects were trained in this model. The following results are obtained 

after successful scanning, detection and tracking of video sequence provided by camera.  

 

 
Fig.8. Detection of Bicycle with confidence level of 99.49%  
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Fig.9.Detection of Bus with confidence level of 98.68% 

 

 
Fig. 10. Detection of Train with confidence level of 99.99%  

 

 
Fig.11. Detection of Dog with confidence level of 97.77% Fig. 8 to 11 shows the real time detection of bicycle, 
bus, train, and dog with confidence levels 99.49%, 98.68%, 99.99% and 97.77 % respectively. The model was 

trained to detect 21 objects class like dog, motorbike, person, potted plant, bird, car, cat, sofa, sheep, bottle, 

chair, aero plane, train, bicycle etc.  

with accurately of   99%.  

 

MODULES  

Implementation is the stage of the project when the theoretical design is turned out into a working system. Thus 

it can be considered to be the most critical stage in achieving a successful new system and in giving the user, 

confidence that the new system will work and be effective.  

The implementation stage involves careful planning, investigation of the existing system and it’s constraints on 

implementation, designing of methods to achieve changeover and evaluation of changeover methods.  
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• Browse System Videos:  

• Start Webcam Video Tracking:  
    

MODULE DESCRIPTION: 

  

 Browse System Videos:                                                          

                                    
Using this module application allow user to upload any video from his system and application will connect to 

that video 

and start playing it, while playing if application detect any object then it will mark that object with bounding 

boxes, while playing video if user wants to stop tracking then he need to press ‘q’ key from keyboard to stop 

video playing. 

 

 Start Webcam Video Tracking:  

 

Using this module application connect itself with inbuilt system webcam and start video streaming while 

streaming if  

application detect any object then it will surround that object with bounding boxes, while playing press ‘q’ to 
stop web cam streaming. 

 

 TESTING AND VALIDATION  

The goal of testing is to acquire errors. Testing is that the technique of trying to get each possible error or 

weakness in an extremely work product. It provides the way to observe the practicality of parts, sub-assemblies, 

assemblies and or a finished product it is the technique of effort code with the concentrating of guaranteeing that 

the software meets its requirements and user hopes and does not fail in an undesirable manner. There are 

numerous sorts of check. Every check sort reports a designated testing demand. Testing objectives:  

The key objective of testing is to determine a mass of errors, systematically and with minimum effort and time. 

Stating formally, we can say, testing is a process of executing a program with resolved of discover an error.  

• A successful test is one that determines an as however undiscovered error.  

• A good test case is one that has possibility of discover an error, if it exists.  

• The test is insufficient to detect possibly present errors.  

• The software more or less approves to the quality and unswerving standards.  
 

SCOPE FOR FUTURE ENHANCEMET 

Although the visual tracking algorithm proposed here is robust in many of the conditions, it can be made more 

robust by eliminating some of the limitations as listed below:  

In the Single Visual tracking, the size of the template remains fixed for tracking. If the size of the object reduces 

with the time, the background becomes more dominant than the object being tracked. 
In this case the object may not be tracked.  

Fully occluded object cannot be tracked and considered as a new object in the next frame.  

To make the system fully automatic and also  to overcome the above limitations, in future, multi- view tracking 

can be implemented using multiple cameras. Multi view tracking has the obvious advantage over single view 

tracking because of wide coverage range with different viewing angles for the objects to be tracked.  

 

V.    CONCLUSION  

Objects are detected using SSD algorithm in real time scenarios. Additionally, SSD have shown results 

with considerable confidence level. Main Objective of SSD algorithm to detect various objects in real time 

video sequence and track them in real time. This model showed excellent detection and tracking results on the 

object trained and can further utilized in specific scenarios to detect, track and respond to the particular targeted 

objects in the video surveillance. This real time analysis of the ecosystem can yield great results by enabling 
security, order and utility for any enterprise. Further extending the work to detect ammunition and guns in order 

to trigger alarm in case of terrorist attacks. The model can be deployed in CCTVs, drones and other surveillance 

devices to detect attacks on many places like schools, government offices and hospitals where arms are 

completely restricted.  
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