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Abstract  
Data compression is a technique of representing the data in a condensed way. Data compression plays a vital 

role for both text and multimedia content. Many algorithms are available to compress the data which produce 

different file formats after compression. This paper provides an overview of novel lossless Tamil compression 

technique for Tamil text file and the experimental results extraction. These results are compared with statistical 

compression methods, dictionary based compression methods and some of the existing compression utility 

software. The efficiency of compression techniques are measured in terms of space required to store the 

compressed file and the time taken to compress and decompress the file.  The algorithms such as Run length 

encoding, Huffman coding, Shannon Fano and Arithmetic coding in statistical compression are considered. In 

dictionary based compression technique LZ77, LZ78 and LZW are compared. The compression utility software 

like deflate, zip and gzip are also compared. The parameters like compression ratio, compression factor, 

percentage of compression and time taken to compress and decompress a file are used as a measure for 

efficiency of algorithms. The average result was extracted and compared with novel Tamil Compression 

Technique (TCT).   
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I. INTRODUCTION 

Data compression can be performed on text files, images, audio and video files. It is defined as 

minimizing the space required to store the data results in increase of speed to transmit the data. Text 

compression deals with representing the digital form of data with few bits than the original data bits. The 

decompression process involves reconstruction of original data with minimum requirement. Various 

compression algorithms are available that gives the result with different compression ratios [1]. 

Two classification of data compression are lossless and lossy compression. In lossless data 

compression the exact reconstruction of original data is built from the compressed form. Usually the text files 

follow lossless compression technique. The lossy compression algorithm results in loss of some part of data 

from the original. The decompression is performed by approximation method to compensate the lossy data. 

Almost all the multimedia files like images, audio and video are compressed using lossy compression 

techniques. The lossless text compression technique algorithm falls into either statistical coding method or 

dictionary based compression method. In this paper the popular statistical coding compression methods like 

Run length encoding, Huffman coding, Shannon Fano and Arithmetic coding are explained in section 3. 

Dictionary based compression techniques such as LZ77, LZ78 and LZW are presented in section 4. 

Compression utility software like deflate, zip and gzip are discussed in section 5. Section 6 briefly explains 

about a novel compression technique for Tamil document represented as Tamil Compression Technique (TCT). 

The parameters to measure the efficiency of compression technique are given in section 7. Section 8 detailed 

about the outcome of experimental results and analysis of statistical coding algorithms, dictionary based 

algorithms, compression utility software and Tamil compression technique. The parameters extracted to 

measure the efficiency of algorithms are compression factor, ratio, percentage, compression time and 

decompression time. The comparison of results was displayed in the form of tables and graphs. 

 

II. RELATED WORKS 

 Arup Kumar, Tanumon and Saheb, authors of paper [4] represented that Lossless compression was 

broadly categorized into two types as entropy based encoding and dictionary based encoding. In paper [13] the 

author explained about the Huffman coding algorithm which helps to decrease the data length by replacing the 
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BEGIN: Huffman Coding  

1. Read the input with streams of strings of characters or symbols. 

2. Find the frequency of each character occurred using character count. 

3. Sort the characters from highest to lowest count. 

4. Built a Huffman binary tree and add the symbols in the leaf node. 

5. Encode the character by binary numbers with left child as 0 and right child as 1. 

END  

small variable length code word in the place of frequently occurring word. Author Shannon and Fano of paper 

[10] and [33] explained that Shannon Fano algorithm is used to compress the data by encoding the text data 

with the help of probabilities of occurrence of symbols. Pasco, Rissanen J and Langdon G.G. of paper [20], [24] 

and [25] developed an algorithm that generates single floating point value to replace the given input stream of 

text data. Ziv. J and Lempel A authors of paper [39] and [40] introduced LZ77 dictionary based compression by 

encoding the input text file of repeated symbols by a pointer. In paper [40] the working principle of LZ78 was 

explained. A dictionary has to maintain sequence of index with a pair of values to encode and decode the 

algorithm of compression.  Welch T.A. of paper [38] presented the LZW dictionary based algorithm based on 

LZ78 with the initial dictionary has sequence of all symbols from the given input data. The input was encoded 

by the index from the dictionary. In Paper [34] the author Stay and Michael explains that ZIP is a compressor 

program developed by Phil Katz. It also acts as an archival compression program. The given input text file is 

converted to compressed file of ZIP file format. Carus, A., and A. Mesut author of paper [8] describes that 

GZIP uses deflate algorithm implemented in UNIX operating system. It compresses the text file given as input 

and produces the output as compressed file.  Based on the nature of language, syllable, and phrase formation a 

specific compression technique was developed for different languages. Paper [26][27] and [31] a special 

compression method was developed for the language Malayalam, Gujarati and Czech.   

   Various lossless text compression algorithms were compared earlier with different algorithms. Paper 

[19], [21] and [29] has taken the parameters like compression ratio, compression factor, percentage of 

compression, time for compression and decompression as performance measure of comparison.  Paper [18] 

compared various dictionary based compression algorithms and concluded that LZW as an efficiently 

performed among the other dictionary based compression algorithms.    

 

 III. STATISTICAL COMPRESSION TECHNIQUE 

3.1 RUN LENGTH ENCODING: 

 The simplest method of data compression algorithm is Run length encoding. This algorithm takes a 

stream of characters of string as input and identifies the runs and non-runs. A run is consecutive sequence of 

characters and all the remaining are considered as non-runs. The runs are replaced by the symbol and length of 

the run. This runs are encoded in original file and results in compressed file. The decompression process 

replaces the length by repeated sequence of character. 

 

Example: 

 

 Original data:  aaabbaaaaacccc 

 Compressed data: 3a2b5a4c 

 

 

3.2 HUFFMAN CODING: 

 

 David Huffman developed this algorithm in 1950. The Huffman coding algorithm reduces the length 

of data by finding the frequency of characters in the input and assigns the binary code for each character [13] 

[28]. This code is replaced in the original file to form a compressed file. Figure 1 shows the steps in Huffman 

coding algorithm. The binary numbers of a particular character act as encode and it was used to replace the 

characters in the original file to form a compressed file [5][15]. 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 1: Huffman Coding Algorithm 
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3.3 SHANNON FANO CODING: 

 Claude Shannon and R.M. Fano designed and developed the Shannon Fano coding algorithm. It is the 

variation of static Huffman coding algorithm [17]. The variation is applied in the creation of code for symbol or 

character. In Shannon Fano algorithm the probability of symbol in the input are calculated similar to Huffman 

coding algorithm. Here a table is formed by placing the character based on the occurrences from the most 

frequent to the least frequent. This table is divided into two halves by placing as close as possible the 

probability of character count in the upper half and total frequency count in the bottom half. Assign „0‟ for 

upper half and „1‟ to the lower half. These binary digits act as an encoder to the characters in the input file. The 

compressed file is created by replacing the character by binary code from the table. 

 

3.4 ARITHMETIC CODING: 

 The arithmetic encoding algorithm concept was developed by Elias and enhanced by Pasco, Langdon 

and Rissanen. This algorithm will not assign a binary bit code to the character similar to the one Huffman and 

Shannon Fano coding, instead it replace the entire stream of input by a single floating point value. Here each 

and every character is assigned by an interval with the starting value as „0‟ and „1‟. These intervals are further 

divided to many subintervals and repeated till the last symbol. The compressed file will have a single floating 

point number which can be reversible to the original file. 

 

IV. DICTIONARY CODE COMPRESSION TECHNIQUE 

 

 The basic idea behind the dictionary code compression technique is observing certain pattern of 

characters repeatedly occurred in the input text file. These patterns are placed in the dictionary as key and 

assigning a value to the key. Usually the size of value is smaller than the key pattern. The original file is 

substituted by the value of the corresponding key which forms a compressed file. This paper explains about 

three fundamental dictionary based compression techniques such as LZ77, LZ78 and LZW. 

 

4.1 LZ77:  

 

 The name LZ77 is the abbreviation of the authors Jacob Ziv and Abraham Lempel, where 77 

represents the year 1977 when the algorithm was developed. The LZ77 algorithm finds a word or phrase in the 

text file given as input which was frequently repeated. Each new word or phrase scanned in the input file was 

given a pointer as code. This pointer is added in the dictionary. If the same phrase or word again appeared in the 

file it was replaced by the corresponding pointer, which causes the file to be compressed. The examination of 

text file was carried out by moving a sliding window. The sliding window has two parts: search buffer and look 

ahead buffer. The look ahead buffer contains the string to be scanned and search buffer has the recently encoded 

pattern. The pointer was represented by a triplet code <o, l, c> where o, l and c are the offset, length and 

matching word or phrase respectively.  Figure 2 shows an example for LZ77 processing. The compressed file 

will have the triplet codes.   

 

4.2 LZ78: 

 

 Jacob Ziv and Abraham Lempel in 1978 created another dictionary based compression technique 

named as LZ78. In LZ77 the decompression process can be performed based on the pointer itself, where as in 

LZ78 a dictionary has to maintain separately to carry out the decompression process. Here the dictionary stores 

an index along with the matching pattern. To decompress a file the patterns are replaced by the index. A pair of 

values are used for encoding which was represented by <i, c>, where i is the index and c is the matching pattern 

symbol. Figure 3 shows the example of LZW compression. 

 

4.3 LZW: 

 

  LZW was developed by Terry Welch based on LZ78 algorithm. LZW is the name of the 

authors Jacob Ziv, Abraham Lempel who developed LZ78 and Terry Welch. The LZW has to maintain each 

and every symbol and its index initially in the dictionary of the input text file.  The dictionary contains the 
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index, pattern and the code. Figure 4 shows the example of LZW compression.

 
 

V. COMPRESSION UTILITY SOFTWARE 

5.1 DEFLATE: 

 The compressed file has a specific format of data which can be decompressed to original file. Deflate 

is a most widely used file format in lossless data compression. Deflate performs the compression process by 

combining both LZSS and Huffman coding algorithm. LZSS is the algorithm derived from LZ77. Deflate is a 

computer program designed by Phil Katz. It was designed and developed for PKZIP archiving tool which is a 

file archive. Deflate file has streams made up of sequence of blocks. Each block has a header of 3 bits. The first 

bit has a „1‟ or „0‟, where „1‟ represents the last block of the stream and „0‟ represents many blocks are to be 

processed. The second and third bits are used for encoding method. 

  

  5.2 ZIP: 

 ZIP is utility software that does lossless compression and creates a zip file format. A ZIP can have one 

or more files and directories. The compressed file has .zip extension. The ZIP compression was created by Phil 

Katz who developed deflate compression. Originally ZIP was implemented in PKZIP and later it was included 

in many utility software [34]. The operating system Windows and Mac utility software can perform zip and 

unzip. ZIP compression uses combination of many compression algorithms in which deflate plays a major role. 

The zip file also acts as a base file format to other compression utility software. 
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5.3 GZIP: 

 GZIP is a compression program written in C programming language released in the year 1992. It was 

created by Jean Loup, Gailly and Mark Adler. The GZIP program was implemented in the UNIX operating 

system [8]. The file compressed using GZIP has the extension „.gz‟ which is a compressed file format. Deflate 

is the base for GZIP compression and also it is the combination of LZ77 and Huffman coding algorithm. GZIP 

can compress a single file only. The GZIP file format has a header of 10 bytes, optional header, and a body of 

deflate file and a footer of 8 bytes.  

 

VI. TAMIL COMPRESSION TECHNIQUE 

 

Lots of research was carried out in the field of compression to develop a compression process for specific 

languages based on its nature [3] [6]. Tamil Compression Technique (TCT) is a novel compression method to  

 
Figure 5: Steps in Tamil Compression Technique 

 

compress Tamil documents. It is performed by a three step process. In this compression process a Tamil text 

document was given as input and the output is the compressed file. Tamil compression technique was shown in 

the figure 5. The first step called the separation process that separates the English alphabets from the Tamil 

words in the Tamil document using a pair of special symbols.  Unicode is the universally accepted standards for 

data storage and transmission [11] and [14]. Almost all the documents of any languages were built using the 

text of Unicode characters [16] and [22]. All the characters of Tamil language are encoded as per the Universal 

Principle of Unicode. The Tamil characters are range from U+0B80 to U+0BFF in Unicode character set 

[2][30]. The second process is the substitution process where the Unicode Tamil characters are replaced by 

ASCII characters [37].  

                       

   Table 1: Size of memory occupied by the word ‘முகநூல்’ 
  

Tamil Alphabet 
Combination of Unicode 

Characters 

Size in memory 

(Bytes) 

மு ம + ு  4 

க - 2 

நூ ந + ு  4 

ல் ல +  ு  4 

Total: 14 

   

This replacement reduce the size of memory to half, since Tamil Unicode character takes 2 bytes of memory 

where as ASCII character takes 1 byte of memory.  
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BEGIN 

 1. A Tamil document file is given as input. 

 2. BEGIN: SEPARATION PROCESS 

i. Scan the entire file to find any English alphabets or 
words in the input. 

ii. If English alphabets found, separate it from Tamil 
alphabets by placing a ‘~’ symbol before and after.  

END 

3. BEGIN: SUBSTITUTION PROCESS 

i. The output of step 2 is given as input to step 3.  
ii. Replace the Tamil alphabets by basic ASCII characters 

using static dictionaries. 
iii. The result is the document with collection of ASCII 

characters which is the intermediate form of 
compression process. 

    END 

4. BEGIN: APPLY MODIFIED HUFFMAN ENCODING PROCESS 

i. The intermediate file obtained in step 3 is given as 
input. 

ii. Select the words from the input based on number of 
characters and repetition of words.     

iii. Build a dynamic Huffman tree with leaf node has 
selected words from left to right in decreasing order. 

iv. The leaf node words are encoded in the input file. 
v.  The encoded file is the output stored in the binary 

form. 
 END 

5. The result of step 4 is the compressed file. 

END  

Figure 6: Algorithm for Tamil Compression Technique 
 

 Tamil characters are the combination of vowels and consonants [9][23]. All the „Uirmaiezuthu‟ is a 

combination of prefix or suffix or both of consonants [12]. Table 1 shows the size of memory occupied by a 

Tamil word. After the substitution process of 

ASCII character in the place of Tamil characters 

the memory needed is 7 bytes. In the third step a 

modified Huffman coding process is carried out 

by building the Huffman tree based on frequency 

of words. The output of the third step is the 

compressed file. The algorithm for Tamil 

compression is given in the figure 6. 

 

 

VII. COMPRESSION MEASUREMENT 

PARAMETER 

 

 Efficiency of compression can be 

measured by calculating the parameters for space 

and time. The efficiency of space can be finding 

out by compression ratio, compression factor and 

percentage of compression [7].  

 

 The compression ratio is the ratio 

between size of compressed file and the original 

file represented in formula 1. 

 

𝐂𝐨𝐦𝐩𝐫𝐞𝐬𝐬𝐢𝐨𝐧 𝐑𝐚𝐭𝐢𝐨 =
𝐂𝐨𝐦𝐩𝐫𝐞𝐬𝐬𝐞𝐝 𝐅𝐢𝐥𝐞 𝐒𝐢𝐳𝐞

𝐎𝐫𝐢𝐠𝐢𝐧𝐚𝐥 𝐅𝐢𝐥𝐞 𝐒𝐢𝐳𝐞
     (1) 

  
 The compression factor is the reverse of 

compression ratio. It is shown in the formula 2. It 

gives the ratio between original file size and the 

compressed file size. 

 

 

𝐂𝐨𝐦𝐩𝐫𝐞𝐬𝐬𝐢𝐨𝐧 𝐅𝐚𝐜𝐭𝐨𝐫 =
𝐎𝐫𝐢𝐠𝐢𝐧𝐚𝐥 𝐅𝐢𝐥𝐞 𝐒𝐢𝐳𝐞

𝐂𝐨𝐦𝐩𝐫𝐞𝐬𝐬𝐞𝐝 𝐅𝐢𝐥𝐞 𝐒𝐢𝐳𝐞
   (2) 

 

  

 

 The percentage of compression is also 

called as saving percentage; because it gives the 

percentage of reduce in memory size from the 

original file size [35]. The compression 

percentage is calculated by subtracting the size of original file and compressed file and then divided it by 

original file size using the formula 3. 

 

Percentage of Compression = 
𝐁𝐢𝐭𝐬 𝐁𝐞𝐟𝐨𝐫𝐞 𝐂𝐨𝐦𝐩𝐫𝐞𝐬𝐬𝐢𝐨𝐧−𝐁𝐢𝐭𝐬 𝐀𝐟𝐭𝐞𝐫 𝐂𝐨𝐦𝐩𝐫𝐞𝐬𝐬𝐢𝐨𝐧

𝐁𝐢𝐭𝐬 𝐁𝐞𝐟𝐨𝐫𝐞 𝐂𝐨𝐦𝐩𝐫𝐞𝐬𝐬𝐢𝐨𝐧
∗ 𝟏𝟎𝟎             (3) 

  

 The parameters like compression ratio, compression factor and percentage of compression are used to 

find the efficiency of space. The formula in 1, 2 and 3 is used to find the storage of memory needed for a 

compressed file. The efficiency of time for a compression algorithm is calculated by the time taken to compress 

the file and decompress the file. 
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VIII. EXPERIMENTAL ANALYSIS AND RESULTS 

 In this section the parameters like percentage of compression using the formula 3 and time taken to 

compress and decompress the algorithms are calculated. The parameters for statistical compression techniques 

such as Run length encoding, Huffman coding, Shannon Fano and Arithmetic coding are compared followed by 

dictionary based compression technique LZ77, LZ78 and LZW. Then the comparison of utility programs like 

deflate, zip and gzip are performed. 

 

 Table 2 shows the comparison of space and time efficiency of statistical coding algorithms such as Run 

Length Encoding (RLE), Huffman coding, Shannon Fano coding and Arithmetic coding algorithms. In table 2, 

the space efficiency is calculated by the percentage of compression using the formula 3. The best result was 

given by Huffman Coding as the average percentage is 40.23. It was followed by Shannon Fano coding, 

Arithmetic Coding and Run length encoding with 37.92%, 37.34% and 0.87% respectfully.  

 

Table 2: Comparison of space and time efficiency of statistical coding algorithms 

 
 

The time efficiency of compression is given in seconds in table 2. The time taken to compression is best for Run 

length encoding as the coding was simple. The next best result was given by Huffman coding with 0.19 seconds 

of compression time. It was followed by Arithmetic coding and Shannon Fano coding algorithm. So in 

statistical coding technique Huffman gives the overall best result. 

 The same parameters are calculated and compared for dictionary based encoding technique. Here the 

comparison was made between LZ77, LZ88 and LZW methods and shown in table 3.  

 

Table 3: Space and time efficiency of dictionary based algorithms 

 
 

 In which the LZ77 has a pointer that points the compressed data value as shown in figure 2, where as 

the algorithm LZ78 and LZW both has to maintain the compressed data and dictionary of entry and its index. 

The percentage of compression and compression time was taken to analysis. The result shows that the memory 

needed to store LZW is low when compared to LZ77 and LZ78.  

 . 
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Table 4: Space and Time efficiency of utility compression software 

 

 
 

 

 The comparison of space and time efficiency of utility compression software is shown in table 4. The 

comparison was made between the compression file formats generated by the utility software such as deflate, 

ZIP and GZIP. The space efficiency was calculated using the formula 3 of percentage of compression. The 

average compression percentage of deflate, ZIP and GZIP was 66.01%, 68.27% and 66.89% respectively. It 

shows that ZIP algorithm gives the best result to store the compressed file. The time efficiency of the utility 

compression programs are also shown in the table 4. The ZIP gives the best compression time of average 0.35 

seconds. It was followed by GZIP and deflate compression with average compression time 1.04 and 1.06 

seconds respectively.  The table 4 shows that ZIP compression gives the better result when compared to deflate 

and GZIP compression. 

 

 

Table 5: Decompression time of static, dictionary and utility based compression Technique 
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Table 6: Space and Time efficiency of Tamil Compression Technique 

 
 

 The efficiency of Tamil Compression Technique was also measured using the parameters such as 

compression ratio, Compression factor and compression percentage using the formula 1, 2 and 3. Followed by 

time taken for compression and decompression was extracted. The TCT algorithm was developed and executed 

in ASP.NET. The result was displayed in the table 6 [36]. The average percentage of compression is 72.08%. 

The average compression and decompression for TCT algorithm is given in seconds as 0.36 seconds for 

compression and 0.06 seconds for decompression. It shows that decompression takes less time than 

compression. 

 

 The time efficiency of compression algorithm measured by both compression and decompression time 

parameter. The compression time was given in the table 2, 3 and 4 for the statistical compression algorithms, 

dictionary based compression methods and compression utility software. The comparison was made between all 

the algorithms. Similarly the time taken for decompress a file was also considered as efficiency measure of 

compression algorithms. The decompression time in seconds was shown in the table 5. It contains all the files 

listed in the Table 2, 3 and 4. The least time taken for decompression by algorithms in static based compression 

technique was Huffman coding with 0.02 seconds. In dictionary based compression the LZ77algorithm results 

the least decompression time as 0.04 seconds. The decompression time for GZIP compression is 0.13 seconds 

which results the best when compared to deflate and ZIP compressor.  

 

 The table 2, 3, 4 and 5 shows the values of parameters such as percentage of compression, time taken 

to compress and decompress the files using static, dictionary and compressor utility programs. It also shows the 

average values for all the parameters of the algorithms. Table 6 shows the result of parameters taken after 

executing the novel TCT algorithm. The comparison was performed by taking the best average result of static 

based compression, dictionary based compression and utility compressor such as Huffman coding, LZW and 

ZIP respectively based on space efficiency. The average value of the parameters are taken for these algorithms 

and compared with the average values of TCT algorithms shown in table 6. The percentage of compression for 

Huffman coding, LZW and ZIP was compared and analyzed in the figure 7.       

  

 The percentage of compression was considered as one of the measurement parameter for space 

efficiency of compression algorithms. Increase in percentage of compression decreases the memory storage 

capacity. The average values of percentage of compression for Huffman coding, LZW, ZIP and TCT was 

compared in figure 7. It shows clearly that TCT gives the best result of compression percentage as 72.08. 
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Fig 7:  overall comparison of compression percentage 

 

 After comparing the space efficiency of the algorithms, the time efficiency was also analyzed. The 

performance of time efficiency was carried out for the Huffman coding, LZW, ZIP and TCT algorithms.  

 

Table 7: Average Time taken to compress and decompress in seconds 

Process TCT 
Huffman 

Coding 
LZW ZIP 

Compression Time 0.22 0.19 0.48 0.35 

Decompression Time 0.07 0.02 3.44 0.23 

 

 
Fig 8: Overall comparison of compression and decompression time in seconds 

 

 Time taken for compressing and decompressing was taken for analysis which was shown in figure 8.  

Table 7 shows the average compression and decompression time for TCT, Huffman coding, LZW and ZIP 

taken from the table 5 and 6. From the figure 8 it shows that, Huffman coding takes less average time to 

compress and decompress the file as 0.19 seconds and 0.02 seconds respectively. TCT gives the next best result 

followed by Huffman coding algorithm as 0.22 seconds for compression and 0.07 seconds for decompression.   

 

IX. CONCLUSION 

An experimental comparison and analysis was carried out on different lossless compression algorithms 

of Tamil text documents. Several text compression algorithms from statistical coding compression, dictionary 

based encoding and compression utility programs performance was compared with proposed Tamil 

Compression Technique (TCT) to find its efficiency. The average percentage of compression was calculated 

and the best resulted algorithm was selected. Huffman coding, LZW and ZIP techniques were selected from 

statistical coding algorithms, dictionary based algorithms and utility compressor programs which has 40.23%, 

52.5% and 68.27% average compression percentage. The result was compared with TCT average compression 
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percentage which gives best result with an improvement of 31.85%, 19.58% and 3.81% over Huffman coding, 

LZW and ZIP respectively. TCT also gives the best result in compression and decompression time as 0.22 

seconds and 0.07 seconds after Huffman coding. While considering the overall performance of all the 

algorithms and the parameters like compression percentage, time taken to compression and decompression TCT 

gives the better result.      
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