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Abstract  
Multiple bit upsets are important problem in designing memories. This affects the reliability and in order to 

maintain reliability error detection and correction scheme is used. This work presents a method to mitigate 

multiple bit upsets in memories. The proposed detection/correction method is called High performance Error 

Detection/Correction codes and the protection bits are used in the form of a matrix. This code combines 

Hamming codes and Parity codes. Hamming codes are used to detect double bit errors and correct single bit 

errors. It uses extra check bits, that are added along each row in a matrix to check for errors and performs the 

checks using simple check equation, which covers a portion of bits. A parity bit is an extra bit attached to the 

word to detect and correct for errors. This can be evaluated using fault injection experiments. The check bits 

and parity bits are calculated for the faulty input and they are compared with the check bit and the parity bit 

obtained from the actual code word and the syndrome bit is generated. The actual code word is obtained using 

the error correction formula. 
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I. INTRODUCTION 

Single event upsets (SEU) are caused by ionizing radiation alpha particles and cosmic rays [1] in 

microcircuits including memory chips, microprocessors, etc. Alpha particles are emitted by contaminants in 

memory chip packages. When a single charged particle strikes the silicon, due to the production of electron hole 

pairs it loses its energy. If the electron hole pair is collected by the source or drain diffusion, it could change the 

voltage level of the node. Such a flip of one bit makes the electronic device to lockup, crash or unstable. Due to 

the recent increase of the soft error rate of the combinatorial logic circuit [2], this issue has drawn a growing 

attention from the fault tolerance community. Cosmic rays carry energetic particle that cause upsets in electronic 

device, even they are protected by packing and shielding [3][4]. An ionizing particle can induce more than one 

bit failure [5] called multiple bit upsets (MBU), which becomes important problem in designing memories 

because of the following: 

1) As the amount of transistors in the device increase, the number of upsets increases [6][7]. 

2) Due to technology shrinkage [3] [8], the error rate of memories are increased. 

 Memory errors are transient, intermittent or permanent in nature. New ideas have been given by 

scientists, researchers and the memory chip designers over hundreds of years. The focus of all is to get the 

reliable systems either by eliminating the cause of errors or by eliminating the effects of errors in memories and 

logic circuits. A high level method for detection and correction of multiple faults is proposed in this work. This 

method is based on combining Hamming codes and Parity codes in a matrix format, so the detection and 

correction of multiple faults can be achieved. 

 The remainder of this work is organized as follows. Section II provides some background and related 

work. High performance Error Detection/Correction code (EDC) is introduced in section III. Experimental 

results based on fault injection of the proposed method are provided in section IV, and finally section V 

concludes this paper. 

 

II. BACKGROUND AND RELATED WORK 

Error detecting codes (EDC) and error correcting codes (ECC) are common techniques used to protect 

memory against errors. Hamming code has efficient ability to correct single upsets per coded words with 

reduced area overhead and performance [9]. Therefore it is used to protect data against SEU. However 

Hamming code is not suitable to cope with multiple errors. Reed Solomon (RS) code is a block based error 

correcting code, which corrects multiple bit upsets but it does not correct double faults located in two adjacent 

blocks. This requires the use of RS code with double block correction capability, and the cost of double block 

correction code is high compared to single block correction code [10]. 
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Bit interleaving is one of the most commonly used techniques to minimize the probability of multiple 

bit upsets in a single word. In interleaving the cells that belong to the same logical word are separated. Moreover 

interleaving is not feasible for smaller memories such as content addressable memory or register files [11].  

Matrix code proposed in [12] can correct MBUs when the parity bit is 1. The drawback with this 

method is when the parity bit corresponds to the particular column is 0; errors that occur along the particular 

column will not get corrected. If the parity bits obtained from the saved data bits are all 0, even the single bit 

upsets cannot get corrected. New mix codes [13] can deal with multiple errors in memories. But when more than 

two errors occur in the memory the correction coverage does not reach 100%.  

Efficient two dimensional error codes [14] are proposed to assure the reliability of memory. The 

general drawback with this method is if the interval of errors equals to maximum number of errors produced by 

MBU, these errors are uncorrectable. A Bose-Chaudhuri-Hocquenghem (BCH) [15] code, Golay [16] codes is 

another protection code that is able to detect and correct multiple errors. The limitations of these methods are 

latency and power consumption. Moreover the encoding and decoding are more complex and require several 

lookup tables for multiplication in higher order fields. 

In order to replace the defective ones, there are certain techniques that are based on the use of 

redundant elements. In one dimensional redundancy [17]-[19]   only redundant rows (or redundant columns) are 

included in the memory array, and used to replace defective rows (or defective columns). A defective column 

(row) containing multiple defective cells cannot be replaced by a single redundant row (column), and therefore 

its repair efficiency is low. 

In two dimensional redundancy [20],[21] both redundant rows and columns are added to the memory 

array, when multiple defective cells exist in the same row or column of the array, it provides more efficient 

repair. When multiple faulty cells are detected the use of redundant row or redundant column to replace them is 

made based on the maximum repair capability. The main drawback of this approach is when the number of 

defective cells exceeds the redundant element; the chip is to be discarded. 

The last alternative before discarding the chip is to use it as a downgraded version of memory [22]. The 

drawback with this technique is that they do not provide soft error tolerance. Another method is called triple 

modular redundancy (TMR) in which the memory elements triplicates [9]. The drawback with this approach is 

TMR increases the area of storage cells. The existing techniques do not correct multiple bit errors and in order 

to correct multiple bit errors high performance error detection/correction code is used.  

 

III. PROPOSED WORK 

The detection/correction method that is used to mitigate multiple bit upsets in memories is called high 

performance error detection/correction codes in which the message bits are arranged in the form of a matrix. A 

(r, c) matrix is formed which represents the number of rows and columns in the memory.  

 

Table 1: 40 bit message with check and parity bits 

 

 

 

 

 

 

 

  

The proposed method uses Hamming codes and Parity codes to detect and correct for errors. Hamming 

code uses extra check bits that are added along each row in a matrix to check for errors and this performs the 

checks using simple check equation which covers a portion of bits. C parity bits are added along each column to 

check for errors. If m is the number of message bits and n the number of check bits, then the Hamming bound to 

be satisfied is:  

                          12  nmn

                (1) 

In order to identify the presence of error in the bit stream, a check code is generated which should have 

n number check bit equations, plus one extra combination to indicate that no error has occurred. The proposed 

method can be explained by means of considering 32 bit word length memory, which is divided into 4 rows and 

8 columns as shown in Fig.1. In this example m=8, by rearranging the earlier equation: 

                                             812  nn
                    (2) 

One way to solve for k is to just select values of k starting at 1 and evaluating it until the bound is 

reached. For m=8, the solution is n=4 which exceeds the Hamming bound. The general equations for check bits 

are calculated for any number of bits. In order to frame the check bit equations number the bits starting from 1, 

m1 m2 m3 m4 m5 m6  m7  m8 

m9 m10 m11 m12 m13 m14 m15 m16 

m17 m18 m19 m20 m21 m22 m23 m24 

m25 m26 m27 m28 m29 m30 m31 m32 

  

n1 n2 n3 n4 n5 

n6 n7 n8 n9      n10 

n11 n12 n13 n14        n15 

n16 n17 n18 n19        n20 

x1 x2 x3 x4  x5 x6 x7 x8
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2, 3, etc. and the bit numbers in binary. All bit positions that are powers of two are check bits and other bit 

positions are message bits. Each message bit is included in a unique set of 2 or more check bits, as determined 

by the binary form of its bit position.  

The check bits are calculated by: 

754211 mmmmmn                                     (3) 

764312 mmmmmn 
                                  (4) 

84323 mmmmn 
                                  (5)

87654 mmmmn                                    (6) 

By modulo-2 addition of all data bits extra parity bit can be formed. 

876543215 mmmmmmmmn 
             (7) 

The check bits of the remaining rows are calculated by using: 

)*( zyxnew nn 
                                                                           (8) 

)*( zconew mm 
                                                                                (9) 

where x is the corresponding check bit‘s position in the first row, y is the number of check bits in a row, z is the 

row number, o is the corresponding data bits position in the first row and c represents the number of columns. 

The syndrome for check bits are calculated by means of xoring the saved check bits and the erroneous bits. 

'

iii nnsn                                                    (10) 

where sn is the syndrome for check bit, n is the check bit obtained for saved data bit,    is the check bit for 

erroneous data bit. If the syndrome bit resulting from the check bit is 1, the presence of error can be detected.
 

The parity bits are calculated by using: 

24168   iiiii mmmmx
                                                 (11) 

where i is the number of columns from 1 to 8.
 

If the parity bit obtained is ‗0‘ the result is complemented. 

1 ii xy
                                                            (12) 

The syndrome bit of parity bit is calculated by  

'

iii yysy                                                       (13) 

where sy is the syndrome for parity bit,  y is the parity bit obtained for saved data bit,    is the parity bit obtained 

for erroneous data bit. 
 

If any error occurs in the saved data bits this can be corrected by means of error correcting formula: 

iiierroricorrect syymm 
                                                 (14) 

mierror is the erroneous bit,   
  is the parity bit obtained for the erroneous data bit and     is the corresponding 

syndrome for parity bit. 

The error detection/correction can be explained by means of considering 32 bit word length memory, 

which is divided into 4 rows and 8 columns. Let us consider the message bit ―10101110 00101011 01110010 

00101110‖ is saved onto the memory. Consider that while reading the message bits from the memory some bits 

are erroneous. Let the erroneous data bits be ―00111001 01011010 10110110 01001011‖. This can be corrected 

by means of Hamming codes and Parity codes.  

The steps that are involved in the error detection/correction are: 

1. Calculate the check bits for saved data bits (  ). 

    10010 01011 01101 01110 

2. Calculate the check bits for erroneous data bits (  
 ). 

  
   00111 00000 11100 01010 

3. Calculate the syndrome bits for the check bits (   ). 

     10101 01011 10001 00100 

4. Calculate the parity bits for the saved data bits (.  ) 

   = 11011001 

5. If the parity bit is ‗0‘ the result is complemented. 

   = 11111111 
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6. Calculate the parity bit for the erroneous data bits. 

  
   10011110 

7. Calculate the syndrome for parity bits. 

    = 01100001 

8. Correct the message bits if it is erroneous and write back the data onto the memory. 

Inorder to perform MEMORY READ and MEMORY WRITE operation a memory array is to be designed. The 

steps that are involved in the memory read and memory write operation are: 

1. Read the message bits from the memory array. 

2. Check for errors. 

3. If any error occurs, error detection/correction algorithm is applied and the corrected message bits are 

written to the memory array. 

4. Else the message bits are written back to the memory array. 

 

IV. EXPERIMENTAL RESULTS 

For each message bit the proposed Error Detection/Correction (EDC) code can be divided into two 

different matrices such as ―EDC A‖ and ―EDC B‖. For the 16-bit code word, r=2 and c=8 for ―EDC A‖ and r=4 

and c=4 for ―EDC B‖. For the 32-bit code word, r=4 and c=8 for ―EDC A‖ and r=8 and c=4 for ―EDC B‖. For 

the 64-bit code word, r=4 and c=16 for ―EDC A‖ and r=8 and c=8 for ―EDC B‖. The check bits and the parity 

bits that are required for both detection and correction techniques are portrayed in Table-II. 

 

TABLE- II : REQUIRED CHECK BITS AND PARITY BITS 

Type of Protection Word Size 

16 bits 32 bits 64 bits 

EDC A 18 28 40 

EDC B 20 36 48 

Matrix Codes 18 28 40 

Hamming Codes 6 7 8 

 

Hamming codes requires less number of check bits when compared to proposed error 

detection/correction code and matrix code. The method described in the previous section are coded in VHDL 

and synthesized in two different devices Spartan3E and Virtex5 from Xilinx and simulated for various inputs. 

Using fault injection experiment random faults are thrown into the message bits and the error 

detection/correction is verified. Table III shows the critical path delay of proposed error detection/correction 

code simulated by means of Virtex5 and table IV shows the critical path delay of proposed error 

detection/correction code simulated by means of Spartan 3E. The path delay obtained for the proposed code is 

compared with Hamming codes and Matrix codes. 

 

TABLE- III : DELAY ANALYSIS USING VIRTEX5 

Type of 

protection 

Word size 

16 bits 32 bits 64 bits 

EDC A 4.668ns 4.560ns 5.502ns 

EDC B 3.884ns 4.239ns 4.560ns 

Matrix codes 3.915ns 4.314ns 5.506ns 

Hamming Codes 5.732ns 6.359ns 9.331ns 

 

TABLE- IV : DELAY ANALYSIS USING SPARTAN3E 

Type of 

protection 

Word size 

16 bits 32 bits 64 bits 

EDC A 8.316ns 8.222ns 10.330ns 

EDC B 7.237ns 7.183ns 8.222ns 

Matrix codes 8.369ns 7.237ns 10.444ns 

Hamming Codes 13.232ns 13.092ns 17.653ns 

 

The delays obtained by means of proposed code and matrix codes are quite similar but the error 

correction capability of proposed code is high when compared to matrix codes. The design area occupied is 

measured in terms of look-up table (LUT). Table V shows the number of LUTs that are required to implement 

the logic using Virtex5. 
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TABLE- V : NUMBER OF LUTS 

 

LUTs 

16 bit 32 bit 64 bit 

EDCA EDCB EDCA EDCB EDCA EDCB 

LUT4 9 20 40 24 56 41 

LUT5 14 4 24 20 15 73 

LUT6 7 12 24 24 75 46 

 

Number of xor gates and the input output buffers (IO buffers)  that are used to implement the logic is portrayed 

in table VI. 

 

TABLE- VI : NUMBER OF XORS AND IO BUFFERS 

Data 

Bits 

16 bit 32 bit 64 bit 

EDCA EDCB EDCA EDCB EDCA EDCB 

Xors 86 67 163 155 312 314 

IOs 110 107 188 208 307 344 

 

V. CONCLUSION  

This work describes a high level error detection and correction method called High performance error 

detection/correction codes which combines Hamming code and Parity code. The proposed code can detect and 

correct all errors that occurs in the message bits. This can be evaluated using fault injection experiments.  The 

design was tested for various inputs and the fault that occurs in the code word can be detected and corrected. 

This method provides maximum fault tolerance even the error rate is high. Also the delay obtained is less when 

compared to the existing methods.  
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